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In this Issue
Highlights from this issue of A&R | By Lara C. Pullen, PhD

Walking for Exercise Benefits Individuals with Knee Osteoarthritis
In this issue, Lo et al (p. 1660) report that, 
in individuals with knee osteoarthritis 
(OA), walking for exercise was associ-
ated with less frequent development of 

knee pain. The observed 
changes included those 
that were consistent with 

both structural modifications and symptom 
improvements. This study is the first to 
explore the effects of walking stratified by 
knee static alignment, and researchers found 
that walkers with varus alignment developed 
new frequent knee pain less frequently when 
compared to non-walkers in this group.

The observational study included 
1,212 self-selected walkers (73% of whom 

reported walking for exercise) ages 50 years 
and older with radiographic knee OA (45% 
male). The mean ± SD age was 63.2 ± 7.9 
years, and the mean ± SD body mass index 
was 29.4 ± 4.6 kg/m2. The study retrospec-
tively ascertained walking exposure but did 
not address other exercise. 

The researchers documented Kellgren/
Lawrence radiographic knee OA severity 
grades of 2 (64% of participants), 3 (29% 
of participants), and 4 (7% of participants). 
Two-thirds of participants had some medial 
joint space narrowing (JSN), and one-third 
reported having frequent knee symptoms. 
In participants who walked, odds of new 
frequent knee pain had decreased 40% when 

p. 1660

Machine Learning Identifies Common Signature for Anti–SSA/
Ro 60 Antibody Expression
In this issue, Foulquier et al (p. 1706) report 
that anti–Ro 60+ patients present with a 
specific inflammatory signature regard-
less of their disease type. The team used 

dimensionality reduction 
approaches to machine 
learning and high 

throughput multiomics data to extract this 
robust signature specific to anti–Ro 60+ 
patients and found that the identified signa-
ture remained stable over time and was not 
influenced by treatment. The investigators 
reported that anti–Ro 60+ patients presented 
with hypergammaglobulinemia and an asso-
ciation with other autoantibodies (anti–Ro 
52, anti-SSB, and rheumatoid factor). Their 
analysis revealed a significant difference in 
interferon Z scores between anti–Ro 60+ 
patients and anti–Ro 60- patients with SS, 
SLE, and undifferentiated connective tissue 
disease. Also, in all diseases studied, the tran-
script Z scores of 3 genes (ATP10, MX1, and 

PARP14) were clearly higher in anti–Ro 60+ 
patients compared to anti–Ro 60− patients.  All 
observed differences were significant except 
for patients with mixed connective tissue 
disease. This difference meant these 3 tran-
scripts constituted a clear signature. Moreover, 
the signature carried by ATP10A appeared to 
be specific to anti–Ro 60+ patients.

To control the interferon signature in anti–
Ro 60+ patients with autoimmune diseases, 
rheumatologists must break the continual 
turnover of Ro 60–specific clones that seem 
to drive lifelong Ro 60 humoral autoimmu-
nity. When the researchers performed a reac-
tome pathway analysis of the 33 differentially 
expressed and methylated genes, they found 
a link between anti–Ro 60+ antibodies and 
interferon signature, cytokine secretions, and 
interferon regulatory factor 7, which were 
associated with Toll-like receptor signaling. 
The new findings suggest that clinicians 
should consider a dual therapeutic approach 

that targets both Ro-associated RNAs and 
anti–Ro 60 autoantibodies.

p. 1706

compared to non-walkers, with an adjusted 
odds ratio of 0.6 (95% CI 0.4–0.8). Progres-
sion of medial JSN was less common in 
those who walked for exercise compared to 
non-walkers. 

Current guidelines advocate walking 
as beneficial for individuals with knee 
OA. The new findings offer further hope 
that walking may serve as an inexpensive 
intervention for this most common type of 
arthritis. The authors conclude that health 
care providers should encourage patients 
with knee OA to walk for exercise. They 
also suggest that future studies should eval-
uate whether walking for exercise could be 
disease-modifying. 

Figure 1. Venn diagram showing gene overlap 
according to the different omics data analyses con-
ducted using machine learning (RNA-Seq, DNA 
methylation, and single-nucleotide polymorphisms 
[SNPs]) to discriminate anti–Ro 60+ patients from 
anti–Ro 60– patients.
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Knee replacement rates have been increasing exponentially in the US 
and are straining the Medicare budget. In this issue, Jafarzadeh et al 
asked whether new effective treatments for OA would reduce these 
rates and, if so, by how much? Effects of new treatments on knee 
replacement rates usually cannot be estimated accurately from trial 
data. Trials require a large sample size to detect clinically meaningful 
changes in the risk of a knee replacement and are often too costly to 
conduct. Further, trials tend to incorporate only short-term follow-
up, and knee replacements are long-term outcomes.  They usually 
study static interventions, in which participants are assumed to fol-
low their assigned treatment. Changing disease status or patient 
characteristics may require treatment modification so that baseline 
treatment assignment may not adequately represent later treatment. 
The authors sought an approach that enables study of a dynamic 
intervention strategy, e.g., when knee pain level reaches or exceeds a 
threshold. Advances in causal inference methodology can address the 
effects of changing treatments on such outcomes as knee replace-
ment in an analysis of longitudinal data from observational studies. 

In an analysis of data from the Osteoarthritis Initiative (OAI), 
the investigators used a novel method that measures causal effect 
of a longitudinal time-varying intervention strategy, quantified by 
a measure referred to as the modified treatment policy (an alter-
native measure to average treatment effect), to accommodate 
realistic dynamic interventions that adapt to a patient’s evolving 
characteristics. Modified treatment policy measures the difference 

in mean or probability of an outcome occurrence if a participant 
receives a series of treatments based on his/her evolving charac-
teristics, compared to no treatment. This method allows for emu-
lation of a sequence of trials as if randomization is repeated at 
every OAI study visit, reassigning participants to a different treat-
ment most appropriate to their evolved characteristics.

Findings from this emulated longitudinal trial suggest that a 
dynamic intervention strategy in which reducing knee pain by 1 
unit (0–20 scale) whenever knee pain level reached or exceeded 
5 on the WOMAC Index pain subscale resulted in reducing the 
risk of knee replacement from 6.3% to 5.8% in painful knees.

Questions

1. What are the challenges of studying long-term outcomes in
chronic conditions?

2. Why is it necessary to consider a dynamic intervention
strategy rather than a static intervention strategy?

3. What are the advantages of post-baseline reassignment of
participants to a different treatment level that are made
possible by this approach?

4. What are the advantages and disadvantages of estimating
treatment effect by using a modified treatment policy, 
compared to approaches that estimate an average treatment 
effect for static treatments?

The Relationship of Pain Reduction with Prevention of Knee 
Replacement Under Dynamic Intervention Strategies

No Malignancy Increase with Tofacitinib in Real-World Setting
Tofacitinib inhibits JAK1 and JAK3, both 
enzymes involved in the activation of the 
JAK/signal transducer and activator of tran-
scription signaling pathway. The ORAL 

Surveillance trial, a large 
phase IIIb and IV post-
marketing trial required 

by the US Food and Drug Administra-
tion, indicated that twice daily dosages of 
tofacitinib at both 5 mg and 10 mg were 
associated with an increased risk of malig-
nancy, excluding nonmelanoma skin cancer 
(NMSC). In contrast, a meta-analysis of 6 
phase II, 6 phase III, and 2 long-term exten-
sion studies found that the incidence rate 

of malignancies, excluding NMSC, among 
patients treated with tofacitinib was consis-
tent with the expected range of patients with 
moderate-to-severe rheumatoid arthritis (RA). 

In this issue, Khosrow-Khavar et al (p. 1648)  
report that their analysis of RA patients treated 
in a real-world setting revealed no evidence 
of an increased risk of malignancy develop-
ment with tofacitinib therapy, compared to 
tumor necrosis factor inhibitor therapy. The 
authors note, however, that since the mean 
follow-up time in their study was <1 year, 
their results cannot rule out the possibility of 
an increase in risk that might accrue with a 
longer duration of treatment with tofacitinib.

The investigators analyzed data from 3 
US insurance claims databases encompassing 
RA patients. The large multi-database cohort 
study included 83,295 patients, 10,504 of 
whom received treatment with tofacitinib. 
The authors note that the difference in find-
ings between the ORAL Surveillance trial and 
the current study may stem from the fact that 
the current study documented cancer rates in 
a real-world evidence cohort that included 
all RA patients treated in routine care. In 
contrast, the ORAL Surveillance trial focused 
on patients ≥50 years of age who had ≥1 risk 
factor for cardiovascular disease as well as a 
history of treatment with methotrexate.

p.1648

Journal Club

Jafarzadeh et al,  Arthritis Rheumatol 2022;74:1668–1675

A monthly feature designed to facilitate discussion on research methods in rheumatology.
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sion of medial JSN was less common in 
those who walked for exercise compared to 
non-walkers. 

Current guidelines advocate walking 
as beneficial for individuals with knee 
OA. The new findings offer further hope 
that walking may serve as an inexpensive 
intervention for this most common type of 
arthritis. The authors conclude that health 
care providers should encourage patients 
with knee OA to walk for exercise. They 
also suggest that future studies should eval-
uate whether walking for exercise could be 
disease-modifying. 

Figure 1. Venn diagram showing gene overlap 
according to the different omics data analyses con-
ducted using machine learning (RNA-Seq, DNA 
methylation, and single-nucleotide polymorphisms 
[SNPs]) to discriminate anti–Ro 60+ patients from 
anti–Ro 60– patients.
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Knee replacement rates have been increasing exponentially in the US 
and are straining the Medicare budget. In this issue, Jafarzadeh et al 
asked whether new effective treatments for OA would reduce these 
rates and, if so, by how much? Effects of new treatments on knee 
replacement rates usually cannot be estimated accurately from trial 
data. Trials require a large sample size to detect clinically meaningful 
changes in the risk of a knee replacement and are often too costly to 
conduct. Further, trials tend to incorporate only short-term follow-
up, and knee replacements are long-term outcomes.  They usually 
study static interventions, in which participants are assumed to fol-
low their assigned treatment. Changing disease status or patient 
characteristics may require treatment modification so that baseline 
treatment assignment may not adequately represent later treatment. 
The authors sought an approach that enables study of a dynamic 
intervention strategy, e.g., when knee pain level reaches or exceeds a 
threshold. Advances in causal inference methodology can address the 
effects of changing treatments on such outcomes as knee replace-
ment in an analysis of longitudinal data from observational studies. 

In an analysis of data from the Osteoarthritis Initiative (OAI), 
the investigators used a novel method that measures causal effect 
of a longitudinal time-varying intervention strategy, quantified by 
a measure referred to as the modified treatment policy (an alter-
native measure to average treatment effect), to accommodate 
realistic dynamic interventions that adapt to a patient’s evolving 
characteristics. Modified treatment policy measures the difference 

in mean or probability of an outcome occurrence if a participant 
receives a series of treatments based on his/her evolving charac-
teristics, compared to no treatment. This method allows for emu-
lation of a sequence of trials as if randomization is repeated at 
every OAI study visit, reassigning participants to a different treat-
ment most appropriate to their evolved characteristics.

Findings from this emulated longitudinal trial suggest that a 
dynamic intervention strategy in which reducing knee pain by 1 
unit (0–20 scale) whenever knee pain level reached or exceeded 
5 on the WOMAC Index pain subscale resulted in reducing the 
risk of knee replacement from 6.3% to 5.8% in painful knees.

Questions

1. What are the challenges of studying long-term outcomes in
chronic conditions?

2. Why is it necessary to consider a dynamic intervention
strategy rather than a static intervention strategy?

3. What are the advantages of post-baseline reassignment of
participants to a different treatment level that are made
possible by this approach?

4. What are the advantages and disadvantages of estimating
treatment effect by using a modified treatment policy, 
compared to approaches that estimate an average treatment 
effect for static treatments?

The Relationship of Pain Reduction with Prevention of Knee 
Replacement Under Dynamic Intervention Strategies

No Malignancy Increase with Tofacitinib in Real-World Setting
Tofacitinib inhibits JAK1 and JAK3, both 
enzymes involved in the activation of the 
JAK/signal transducer and activator of tran-
scription signaling pathway. The ORAL 

Surveillance trial, a large 
phase IIIb and IV post-
marketing trial required 

by the US Food and Drug Administra-
tion, indicated that twice daily dosages of 
tofacitinib at both 5 mg and 10 mg were 
associated with an increased risk of malig-
nancy, excluding nonmelanoma skin cancer 
(NMSC). In contrast, a meta-analysis of 6 
phase II, 6 phase III, and 2 long-term exten-
sion studies found that the incidence rate 

of malignancies, excluding NMSC, among 
patients treated with tofacitinib was consis-
tent with the expected range of patients with 
moderate-to-severe rheumatoid arthritis (RA). 

In this issue, Khosrow-Khavar et al (p. 1648)  
report that their analysis of RA patients treated 
in a real-world setting revealed no evidence 
of an increased risk of malignancy develop-
ment with tofacitinib therapy, compared to 
tumor necrosis factor inhibitor therapy. The 
authors note, however, that since the mean 
follow-up time in their study was <1 year, 
their results cannot rule out the possibility of 
an increase in risk that might accrue with a 
longer duration of treatment with tofacitinib.

The investigators analyzed data from 3 
US insurance claims databases encompassing 
RA patients. The large multi-database cohort 
study included 83,295 patients, 10,504 of 
whom received treatment with tofacitinib. 
The authors note that the difference in find-
ings between the ORAL Surveillance trial and 
the current study may stem from the fact that 
the current study documented cancer rates in 
a real-world evidence cohort that included 
all RA patients treated in routine care. In 
contrast, the ORAL Surveillance trial focused 
on patients ≥50 years of age who had ≥1 risk 
factor for cardiovascular disease as well as a 
history of treatment with methotrexate.

p.1648

Journal Club

Jafarzadeh et al,  Arthritis Rheumatol 2022;74:1668–1675

A monthly feature designed to facilitate discussion on research methods in rheumatology.
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Clinical Connections
In Vivo Generation of SSA/Ro Antigen–
Specific Regulatory T Cells Improves 
Experimental Sjögren’s Syndrome in Mice
Xu et al,  Arthritis Rheumatol. 2022; 74:1699–1705

CORRESPONDENCE
Wanjun Chen, MD: wchen@mail.nih.gov

KEY POINTS 
•  A single dose of anti-CD4 monoclonal antibodies (mAb) can efficiently deplete CD4+ T cells, and the apoptotic T cells trigger phagocytes to

produce TGFβ in vivo.

•  Combination of anti-CD4 mAb and peptide Ro480 generates Ro480 antigen–specific Treg cells in vivo in NOD/LtJ mice with SS-like disease.

•  Anti-CD4 mAb and Ro480 treatment reduces IFNγ in CD4+ T cells in salivary glands and suppresses SS-like symptoms in NOD/LtJ mice.

SUMMARY 
Sjögren’s syndrome (SS) is a systemic autoimmune 
disease with impaired Treg cells and large numbers 
of activated T cells, which contribute to the initiation 
and perpetuation of the disease.  In this study,  Xu 
et al used a combination of CD4 T cell depletion 
together with administration of SS-specific 
autoantigen peptide Ro480 to induce antigen-
specific Treg cells in the NOD/LtJ mice with SS-like 
disease. This was achieved mechanistically by the 
presence of autoantigens and transforming growth 
factor β (TGFβ) produced by phagocytes upon 
taking up apoptotic CD4+ T cells. This treatment 
successfully suppressed interferon-γ (IFNγ) 
production of CD4+ T cells and inflammation 
infiltration in the salivary glands of SS-like NOD/LtJ 
mice and blocked the development of SS. This 
work further supports the concept that antigen-
specific Treg cell generation can be accomplished in 
mice with ongoing and established autoimmune 
diseases. These findings could advance the path to 
the development of similar therapy for human 
patients with autoimmune diseases, including SS. 
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Clinical Connections

Dynamics of Methylation of SLE-Associated 
CpG Suites in Relation to SLE Subtypes in  
a Longitudinal Cohort
Lanata et al, Arthritis Rheumatol. 2022; 74:1676–1686

CORRESPONDENCE 
Cristina M. Lanata, MD: Cristina.lanata@nih.gov 

SUMMARY  
One of the biggest challenges in the diagnosis and treatment of patients with systemic lupus erythematosus (SLE) is the 
molecular and clinical heterogeneity of the disease itself.  There are many efforts to discover biomarkers that could be 
used successfully to target patients with the most appropriate therapeutic approach. In this issue, Lanata et al highlight 
how one biomarker, DNA methylation, can be leveraged to examine SLE heterogeneity. DNA methylation is an 
epigenetic mechanism used to regulate gene expression.  When measured, DNA methylation can provide information 
on biological pathways being repressed or activated in circulating immune cells. However, DNA methylation is not a 
static measurement, and it can vary with age, smoking status, medication use, and environmental exposures.   

Previously, Lanata et al reported on 256 CpGs that were differentially methylated according to disease subtypes in a 
cohort of 332 SLE patients. In the current issue, the authors reexamined how stable this finding was after 2 years. This 
study revealed that the majority of the previously reported CpG sites remained stable (185 CpGs; 72.3%).  A selection 
of 20 CpGs with the most variance across subtypes that did not change over time were proposed as potential 
biomarkers of disease subtypes to be validated in future prospective studies.  These include CpGs in TNK2, RABGAP1L, 
IRF7, IFI44L, TRIM22, and many interferon-responsive genes.  The authors also found that although the majority of SLE 
subtype–associated CpGs were stable, the remaining CpGs changed at a higher proportion compared to background 
genome-wide methylation. In addition, changes in cell proportion were associated with changes at 67 CpGs (P < 2.70 
× 10−5), and 15 CpGs had ≥1 significant association with the use of an immunosuppressive medication.  These data 
suggest that some CpGs are reflective of environmental changes while other CpGs remain stable.  

KEY POINTS  
•  DNA methylation is a chemical modification in DNA 

that regulates gene expression. Differences in whole-
blood DNA methylation have been associated with SLE 
subtypes in previous cross-sectional studies.

•  Longitudinal studies offer insight into what DNA 
methylation marks could be studied as stable biomarkers 
of SLE disease subtype.

•  Some methylation marks seem to vary with time, 
medication use, and changes in cell proportion. 
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E D I T O R I A L

Three Months of Glucocorticoids in Rheumatoid Arthritis:
A Bridge Too Short?

Maarten Boers

Since their invention, glucocorticoids (GCs) have always
been regarded as special. Hailed as a “miracle drug” after Philip
S. Hench demonstrated astonishing effects in a patient with

severe rheumatoid arthritis (RA) in 1948, pioneering physicians
quickly realized that extended therapy with high doses carried a
high risk of adverse events (AEs). Hench received his Nobel prize
only 2 years later (1), and in his acceptance lecture he enumer-
ated a comprehensive list of AEs before proposing a sensible

approach and introducing low-dose therapy:

“Physicians who would use these hormones should become

familiar with these possible side effects and with certain mea-

sures devised for their prevention, modification or control.

Because of their potential effects, cortisone or adrenocortico-

tropic hormone should be used with caution in the following:

hypertensive cardiovascular disease, diabetes mellitus, tuber-

culosis, old rheumatic carditis with decompensation, latent or

frank psychoses, marked osteoporosis associated with senility

or with rheumatoid arthritis, and peptic ulcers. Certain mea-

sures have been devised to prevent or modify some of the

undesirable effects. These include […] early reduction of the ini-

tial suppressive doses to lower ‘maintenance doses’ in all

cases in which use of the hormones is prolonged. […] During

the past few months we have been using smaller suppressive

and smaller maintenance doses than we used previously;

results have been generally quite satisfactory and will be

reported elsewhere.” (1)

Research on GCs has also made it a special drug. Bradford
Hill is widely credited with the invention of the modern randomized
trial (on streptomycin in tuberculosis) (2), but few people know
that he also helped design a set of high-quality trials that docu-

mented the usefulness of low-dose GCs in RA between 1950
and 1960 (3,4). However, physicians and patients in many coun-
tries clamored for access, so already in 1952 (without proper

research, documentation, or guidelines on dosing), the US Food

and Drug Administration approved the drug for use by all US physi-

cians (5). This resulted in uncontrolled use by physicians unedu-

cated by experts such as Hench, in a period when effective

alternatives were scarce or unavailable. It is highly likely that

adverse experiences led to backlash and the widely held view

among rheumatologists that GCs were “evil” drugs, only to be

used briefly and as a last resort to combat flares. Such use was

often unsatisfactory, because the disease would flare again after

the drug was stopped. Curiously enough, the drug was blamed

for such flares, suggesting that GCs should continue to work even

when discontinued. In the meantime, internists started to use high-

dose GCs for many systemic diseases and malignancies. Harms

were readily apparent but accepted in the face of serious and life-

threatening disease. In rheumatology, efforts turned to the devel-

opment and study of nonsteroidal antiinflammatory drugs in the

hope these would be safer, with alternatives such as sulfasalazine

and methotrexate.
It took over 30 years for the focus to return to GCs as a

cotreatment for RA. Kirwan et al showed benefits of low-dose

GCs on structural damage (6), step-down GC combination ther-

apy was found to be safe and beneficial for disease activity and

damage (as demonstrated in the Combinatietherapie Bij Reuma-

toïde Artritis [COBRA] study [7]), and the trial experience with

alternative combinations of GCs and other conventional and bio-

logic disease-modifying antirheumatic drugs was almost uni-

formly positive (8,9). This included trials that continued therapy

for up to 2 years. Very recently, the pragmatic Glucocorticoid

Low-dose Outcome in Rheumatoid Arthritis (GLORIA) trial com-

pared the results of 2 years of prednisolone (5 mg/day) or placebo

added to optimized standard care in senior patients with estab-

lished RA (disease duration ≥11 years, age ≥65 years) (10). Even

at this low dose, prednisolone reduced disease activity and joint
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damage progression, with the tradeoff of a 24% increased risk of
an AE of special interest, mostly nonsevere infections.

These trial findings are in stark contrast to those of observa-
tional studies. There is a huge and ever-growing body of evidence
that shows that exposure to even low-dose GCs is associated
with a higher risk of a wide spectrum of AEs. How is that possi-
ble? Most likely, at least part of the explanation is that observa-
tional findings are biased through strong confounding by
indication: with the strongly negative opinion about GCs, only
patients with relatively severe RA are likely to receive GCs, but
severe RA by itself can cause many of the AEs attributed to GCs
(11). In this way, GC exposure is (also) a marker for severe RA
and its consequences, rather than the cause of all AEs. Although
most recent studies try to limit confounding, strong confounding
by indication (disease severity) cannot be corrected by statistical

techniques. For example, a relative risk (or odds ratio) that is
“adjusted” for disease activity (as a marker of disease severity)
statistically compares the risk of GC exposure to nonexposure in
patients with the same level of disease activity. However, this pro-
cedure ignores the fact that a patient currently receiving GCs who
has the same disease activity as a patient not receiving GCs
would flare to a higher level of disease activity if the GCs were
withdrawn. In other words, the underlying RA severity of the
patient receiving GC treatment is worse than that of the patient
not receiving GC treatment. To date, I have not seen a study that
overcorrects to compensate for this problem.

These conflicting findings from studies continue to confuse
experts and clinicians. Most guideline committees now follow a
Grading of Recommendations Assessment, Development and
Evaluation (GRADE) procedure or something similar to create
evidence-based guidelines, but GCs form a special category.
Until 2021, the American College of Rheumatology did not
address the potential role of GCs in its treatment guidelines for
RA, and now it does but “conditionally advises against” GC
therapy in RA (12). The European Alliance of Associations for
Rheumatology offers a more liberal approach but advises no
more than bridge therapy and to cease treatment as soon as pos-
sible (13). So in the case of GCs, academic societies deviate from
GRADE, preferring tradition and the evidence of observational
studies above that of trials. However, practicing rheumatologists
have been ignoring these guidelines for many years: trials and
observational studies consistently show that a substantial propor-
tion (30–70%, 50% in trial populations) of patients with estab-
lished RA are receiving chronic low-dose GCs, even patients
who also receive highly effective targeted therapy.

In this issue of Arthritis & Rheumatology, Krause et al
describe a large placebo-controlled trial examining the potential
benefit of short-term GC bridge therapy on structural damage in
RA (14). The study was adequately powered for a difference of
2 Sharp/van der Heijde units and was meticulously conducted,
but it was unable to show benefit of up to ~1,400 mg oral prednis-
olone over 12 weeks. Measurement of disease activity showed
strong benefits of GCs in the first 12 weeks that disappeared
upon discontinuation. Bridge therapy was also shown to be safe.
Caveats include the finding of minimal (but clinically irrelevant)
trends in favor of GCs, and the fact that the placebo group more
frequently received intraarticular GCs as comedication. Also, in
the subsequent 40 weeks, physicians were allowed to administer
GCs, and they did in all treatment groups. Oral prednisolone was
given in a mean cumulative dose of 764 mg, which equates to 2.7
mg/day (if all patients were treated); and patients received a mean
of 2.5 intraarticular injections. This may have contaminated the
comparison and contributed to the overall very low mean pro-
gression rate of 1 unit.

Even though this is a negative study, it is welcome, because
it helps make GCs more “normal,” i.e., a drug that needs to be
given at a certain dose for a certain period of time before it can

Figure 1. Initial step-down glucocorticoid (GC) dosing schedules
from the study by Krause et al and other trials. The original Combina-
tietherapie Bij Reumatoïde Artritis (COBRA) trial kept the methotrexate
(MTX) dose to 7.5 mg/week, but more recent studies have allowed
increases as required. S.C. = subcutaneous; SSZ = sulfasalazine.
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exert its effects, and also one that stops working upon discontin-
uation. The study confirms that physicians who favor brief treat-
ment with GCs to bridge the period before other therapies start
to work can expect rapid effects on disease activity that wane as
soon as GCs are discontinued. However, even substantial doses
of GCs will not slow radiographic progression of damage if given
for only 3 months. The high-dose GC group received a treatment
schedule reminiscent of the original COBRA trial that showed
reduction of damage progression at 6 months (7), so we could
surmise that the minimum treatment period is ~6 months, and
the minimum dose after step-down is 7.5 mg/day, for a cumula-
tive dose of 2,300 mg in 6 months. However, for damage at
1 year, both COBRA-light (step-down from 30 to 7.5 mg/day,
cumulative dose at 6 months 1,800 mg) (15) and COBRA-slim
(step-down from 30 to 5 mg/day, cumulative dose at 6 months
1,300 mg) (16) were noninferior to COBRA (Figure 1). This sug-
gests that the benefit of GCs on damage might be obtained with
a lower cumulative dose than applied in the trial by Krause et al,
if applied in a step-down schedule in which low-dose GC therapy
is continued for ≥6 months.

These findings may also be useful to consider for those who
champion the use of a biologics-first approach in RA patients with
a poor prognosis. The suggestion is that biologics can be rapidly
tapered and stopped as soon as the disease is under control.
Most likely, biologics also need to be given at a certain dose for
a certain period of time (6 months?) before they can reduce dam-
age progression. These findings also need to be viewed in light of
the improved prognosis of current RA patients; the extent of dam-
age at initial presentation and progression of such damage have
strongly decreased over the last 2 decades, as the authors docu-
ment in their discussion. This was confirmed in the GLORIA trial,
in which it was observed that damage progression in 2 years
was 0.3 units in the prednisolone group and 1.9 in the placebo
group (10), similar to the rates in the Krause trial.

So, what’s next? In my view, recent studies on GCs have
substantially enlarged the body of evidence and redefined GCs
as a normal drug, with advantages and disadvantages like any
other. This study shows the benefits but also the limitations of
bridge therapy. Other studies (including GLORIA) suggest that
there is a place for chronic low-dose GC add-on therapy in RA.
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E D I T O R I A L

Is Rheumatoid Arthritis a Causal Factor in
Cardiovascular Disease?

S. Louis Bridges Jr ,1 Timothy B. Niewold,1 and Tony R. Merriman2

As much as 60% of the risk of developing rheumatoid

arthritis (RA) is attributable to inherited genetic variants (1). It has

long been recognized that risk of cardiovascular disease (CVD) is

substantially increased in many rheumatic diseases, including

RA, systemic lupus erythematosus, and gout (2,3). One obvious

explanation for the link between RA and CVD is that clinical risk

factors for CVD, such as hypertension, dyslipidemia, and obesity,

are more common in RA than in the general population (4). Simi-

larly, environmental exposures such as smoking are associated

with both conditions (Figure 1). Drugs commonly used in RA,

such as nonsteroidal antiinflammatory drugs and glucocorticoids,

also elevate the risk of CVD (2). The JAK inhibitor tofacitinib is the

latest drug reported to increase risk of CVD in RA (5). Importantly,

traditional risk factors for CVD do not fully explain the elevated risk

in RA. The pathogenic process of RA per se may be causal for

CVD in the presence or RA (6). However, it is not possible to

determine a causal relationship from epidemiologic studies, even

those that are optimally designed.
In this issue of Arthritis & Rheumatology, Yuan et al address

the question of whether the pathogenesis of RA is causally related

to CVD (7). The genetic epidemiologic Mendelian randomization

(MR) technique allows this question to be addressed. Analogous

to a randomized clinical trial, MR exploits alleles of genetic variants

randomly inherited at conception as a surrogate for “exposure” to
a phenotype and tests them for association with an outcome. In

this study, the exposure was RA and the outcome was CVD.

Because an individual is exposed to the risk-increasing alleles

from the time of conception, the influence of unmeasured and

imperfectly measured confounding that is inherent in conventional

epidemiology is minimized. The MR technique also avoids the

vexing problems of reverse causation (when the exposure causes

the risk factor rather than vice versa).

To make valid conclusions, an MR analysis must meet

several assumptions: 1) relevance (the genetic variants are asso-

ciated with the risk factor of interest); 2) independence

(no unmeasured confounders of the associations between

genetic variants and the outcome); and 3) exclusion restriction

(the genetic variants affect the outcome only through their effect

on the risk factor). A key way in which MR studies may violate

the exclusion restriction assumption is through horizontal pleiot-

ropy (when a genetic variant affects other traits which influence

the outcome independently of the hypothesized exposure). This

study appropriately used the MR-Egger and MR-PRESSO

approaches. The investigators found that genetic liability (the

totality of the effect of genetic factors on the development of RA)

is associated with an increased risk of coronary artery disease

(CAD) and intracerebral hemorrhage (ICH). This finding reveals

many interesting points to consider.

What difference would be made if additional
RA genetic risk factors were included?

There are at least 106 significant independent genetic

associations with RA, the strongest of which is in the major histo-

compatibility (MHC) locus (8). In this paper, a subset of 70 single-

nucleotide polymorphisms (SNPs) reproducibly associated with

RA were analyzed; removing the effect of MHC region genes from

the analysis did not affect the main finding. While our understand-

ing of the role of genetics in the development of RA has improved

dramatically over the last 20 years, largely due to genome-wide

association studies (GWAS), it is important to note that SNPs

reaching genome-wide significance (P < 5 × 10−8) account for

only a small portion of the genetic risk of RA (9). There are likely

hundreds, if not thousands, of causal variants with small effect

size, not detected by GWAS (9). If these associations were able
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to be identified and included in the analysis, the power of the anal-

ysis would increase and the statistical evidence for association of

RA with CAD and with ICH should also increase (although the

effect size may not).
Although understanding the genetic underpinnings of RAwas

not part of this study, it is important to note that many factors play a
role in its pathogenesis. These include epigenetics (changes in
gene function that are not attributed to alterations of the DNA
sequence), epistasis (expression of 1 gene affecting the expres-
sion of ≥1 independently inherited genes), pleiotropy (a genetic
variant affecting ≥2 traits via independent biologic pathways),
gene–gene interactions, and gene–environment interactions. Fur-
thermore, the emergence of single-cell technologies has led to
detailed deconvolution of cell type–specific effects of SNPs
(e.g., biologic significance of the genetic variant in endothelial cells
compared to T lymphocytes) (9). A common, strong, independent
risk factor for CVD has recently emerged: clonal hematopoiesis of
indeterminate potential (CHIP) (10). CHIP arises when somatic
mutations in hematopoietic stem cells yield clonal progeny of circu-
lating mutant leukocytes. CHIP has been reported in patients with
RA (11), raising the interesting speculation that it may be involved
in CVD among patients with RA.

What is the influence of ethnicity on these
findings?

Because the majority of available genetic data in RA is from
persons of European ancestry, this study focused on analysis of
RA and CVD outcomes in this population. African Americans (12)

and other populations such as Native Americans and those of His-
panic ancestry are disproportionately affected by CVD. The preva-
lence of RA does not appear to be significantly different between
European and African populations. In addition, most common
genetic risk factors associatedwith RA are consistent across these
2 populations (13,14), but there are some differences. For exam-
ple, the index SNP of PTPN22 has a larger effect size in
European people than in African people (13), and there are subtle
differences in HLA–DRB1 risk alleles between populations (15). It
is important to note that genetic association and MR studies are
increasingly being performed in larger cohorts of non-European
populations. If this were not the case, health disparities driven by
differences in participation in genetic research studies will occur.

Which characteristics of RA lead to increased
risk of CAD and ICH?

Hypertension is a strong risk factor for CVD and is more
common in RA patients than controls (16). Inflammation is also
pivotal to the pathogenesis of both RA and CVD. The important
role of inflammation in CVD is underscored by the prevention of
CVD using antiinflammatory agents such as canakinumab
(an interleukin-1β [IL-1β] inhibitor) and colchicine (17). Yuan et al
noted an association between genetic liability to RA and
increased serum levels of tumor necrosis factor (TNF) and a nearly
statistically significant association with serum IL-6. It is possible
that underlying factors associated with activation of specific
immune-mediated inflammatory pathways in RA may explain its
causal relationship with CVD.

Figure 1. Rheumatoid arthritis (RA) as a causal factor in cardiovascular disease (CVD). Smoking and hypertension are causally related to CVDs
such as coronary artery disease (CAD) and intracerebral hemorrhage (ICH). Smoking is thought to be associated with RA as well, while hyperten-
sion is more commonly seen in RA than in the general population. Inflammation is characteristic of both CVD and RA. Mendelian randomization
analyses in the article by Yuan et al provide evidence that genetic liability to RA is causally related to CAD and ICH, independent of smoking and
other risk factors (red arrow). LDL = low-density lipoprotein. Created with BioRender.com.
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Yuan et al also found that genetic liability to RA was also
associated with serum C-reactive protein (CRP) levels. CRP is
an acute-phase protein produced predominantly in the liver under
the influence of IL-6 and TNF; elevated serum CRP is associated
with an increased risk of CVD. The association of CAD with the
genetic liability to RA was attenuated after adjustment for geneti-
cally predicted CRP levels, suggesting that CRP may at least in
part mediate the association. Of note, genotype combinations of
4 SNPs in the CRP gene are associated with increased serum
CRP levels but not with an increased risk of ischemic vascular dis-
ease (18). SNPs in CRP vary by race/ethnicity and may influence
outcomes of RA (19). CRP is not thought to be causally related
to CVD, but rather as a marker of cytokine activation (18).

The authors note that there were no single SNP associations
that drove their findings, so no known specific RA-related path-
way can be implicated in CVD risk. While it seems likely that
inflammation would be the causal factor linking RA genetic risk
to CVD, further work will be needed to determine the specific
pathways and molecular basis for this association. It is interesting
to speculate that there are factors other than inflammation by
which RA may contribute to CVD, such as the presence of auto-
antibodies or features associated with ICH, such as subacute
vasculopathy or amyloid angiopathy, or clonal hematopoiesis of
indeterminate potential.

What is the clinical significance of these
findings?

It is well accepted that risk factors for CVD should be actively
managed in all patients with RA (2). Similarly, the goal of therapy in
RA should be remission or low disease activity; a treat-to-target
approach has been advocated for many years. The findings in this
study provide additional support for aggressive management of
RA disease activity to lower the risk of CVD.

ACKNOWLEDGMENT

The authors thank Virginia A. Karle, MD for her helpful review of the
figure.

AUTHOR CONTRIBUTIONS
Drs. Bridges, Niewold, and Merriman drafted the article, revised it

critically for important intellectual content, and approved the final version
to be published.

REFERENCES

1. Smolen JS, Aletaha D, Barton A, Burmeister GR, Emery P,
Firestein GS, et al. Rheumatoid arthritis. Nat Rev Dis Primers 2018;4:
18001.

2. Ferguson LD, Sattar N, McInnes IB. Managing cardiovascular risk in
patients with rheumatic disease. Med Clin North Am 2021;105:
247–62.

3. Avina-Zubieta JA, Thomas J, Sadatsafavi M, Lehman AJ, Lacaille D.
Risk of incident cardiovascular events in patients with rheumatoid
arthritis: a meta-analysis of observational studies. Ann Rheum Dis
2012;71:1524–9.

4. Navarro-Millan I, Yang S, DuVall SL, Chen L, Baddly J, Cannon GW,
et al. Association of hyperlipidaemia, inflammation and serological sta-
tus and coronary heart disease among patients with rheumatoid
arthritis: data from the National Veterans Health Administration. Ann
Rheum Dis 2016;75:341–7.

5. Ytterberg SR, Bhatt DL, Mikuls TR, Koch GG, Fleischmann R,
Rivas JL, et al. Cardiovascular and cancer risk with tofacitinib in rheu-
matoid arthritis. N Engl J Med 2022;386:316–26.

6. Crowson CS, Liao KP, Davis JM III, Solomon DH, Matteson EL,
Knutson KL, et al. Rheumatoid arthritis and cardiovascular disease
[review]. Am Heart J 2013;166:622–8.

7. Yuan S, Carter P, Yang F, Burgess S, Larsson S. Genetic liability to
rheumatoid arthritis in relation to coronary artery disease and stroke
risk. Arthritis Rheumatol 2022;74:1639–48.

8. Okada Y, Eyre S, Suzuki A, Kochi Y, Yamamoto K. Genetics of rheu-
matoid arthritis: 2018 status. Ann Rheum Dis 2019;78:446–53.

9. Amariuta T, Luo Y, Knevel R, Okada Y, Raychaudhuri S. Advances in
genetics toward identifying pathogenic cell states of rheumatoid
arthritis. Immunol Rev 2020;294:188–204.

10. Libby P, Sidlow R, Lin AE, Gupta D, Jones LW, Moslehi J, et al. Clonal
hematopoiesis: crossroads of aging, cardiovascular disease, and
cancer: JACC review topic of the week [review]. J Am Coll Cardiol
2019;74:567–77.

11. Savola P, Lundgren S, Keränen MA, Almusa H, Ellonen P, Leirisalo-
Repo M, et al. Clonal hematopoiesis in patients with rheumatoid
arthritis. Blood Cancer J 2018;8:69.

12. Carnethon MR, Pu J, Howard G, Albert MA, Anderson CA,
Bertoni AG, et al. Cardiovascular health in African Americans: a scien-
tific statement from the American Heart Association [review]. Circula-
tion 2017;136:e393–423.

13. Hughes LB, Reynolds RJ, Brown EE, Kelley JM, Thomson B,
Conn DL, et al. Most common single-nucleotide polymorphisms
associated with rheumatoid arthritis in persons of European ancestry
confer risk of rheumatoid arthritis in African Americans. Arthritis
Rheum 2010;62:3547–53.

14. Laufer VA, Tiwari HK, Reynolds RJ, Daniela MI, Wang J, Edberg JC,
et al. Genetic influences on susceptibility to rheumatoid arthritis in
African-Americans. Hum Mol Genet 2019;28:858–74.

15. Reynolds RJ, Ahmed AF, Danila MI, Hughes LB, the Consortium for
the Longitudinal Evaluation of African American with Early Rheumatoid
Arthritis Investigators, Gregersen PK, et al. HLA–DRB1–associated
rheumatoid arthritis risk at multiple levels in African Americans: hierar-
chical classification systems, amino acid positions, and residues.
Arthritis Rheumatol 2014;66:3274–82.

16. Jagpal A, Navarro-Millan I. Cardiovascular co-morbidity in patients
with rheumatoid arthritis: a narrative review of risk factors, cardiovas-
cular risk assessment and treatment. BMC Rheumatol 2018;2:10.

17. Boland J, Long C. Update on the inflammatory hypothesis of coronary
artery disease. Curr Cardiol Rep 2021;23:6.

18. Zacho J, Tybjaerg-Hansen A, Jensen JS, Grande P, Sillesen H,
Nordestgaard BG. Genetically elevated C-reactive protein and ische-
mic vascular disease. N Engl J Med 2008;359:1897–908.

19. Danila MI, Westfall AO, Raman K, Chen L, Reynolds RJ, Hughes LB,
et al. The role of genetic variants in CRP in radiographic severity in
African Americans with early and established rheumatoid arthritis.
Genes Immun 2015;16:446–51.

BRIDGES ET AL1614



R E V I EW

Intracellular Sensing of DNA in Autoinflammation
and Autoimmunity

Susan MacLauchlan,1 Katherine A. Fitzgerald,2 and Ellen M. Gravallese1

Evidence has shown that DNA is a pathogen-associated molecular pattern, posing a unique challenge in the dis-
crimination between endogenous and foreign DNA. This challenge is highlighted by certain autoinflammatory diseases
that arise from monogenic mutations and result in periodic flares of inflammation, typically in the absence of autoanti-
bodies or antigen-specific T lymphocytes. Several autoinflammatory diseases arise due to mutations in genes that nor-
mally prevent the accrual of endogenous DNA or are due to mutations that cause activation of intracellular DNA–
sensing pathway components. Evidence from genetically modified murine models further support an ability of endog-
enous DNA and DNA sensing to drive disease pathogenesis, prompting the question of whether endogenous DNA can
also induce inflammation in human autoimmune diseases. In this review, we discuss the current understanding of intra-
cellular DNA sensing and downstream signaling pathways as they pertain to autoinflammatory disease, including the
development of monogenic disorders such as Stimulator of interferon genes–associated vasculopathy with onset in
infancy and Aicardi-Goutières syndrome. In addition, we discuss systemic rheumatic diseases, including certain forms
of systemic lupus erythematosus, familial chilblain lupus, and other diseases with established links to intracellular
DNA–sensing pathways, and highlight the lessons learned from these examples as they apply to the development of
therapies targeting these pathways.

Introduction

The immune system has evolved to rapidly detect and erad-

icate invading pathogens. Inappropriate activation of the immune

system also leads to inflammatory disease. Investigation into the

rare monogenic diseases resulting from dysregulated immunity

has greatly informed our mechanistic understanding of innate

and adaptive disease mechanisms and has influenced pharma-

ceutical design. Recent years have seen an explosion in the num-

ber of studies focusing on autoinflammatory diseases,

establishing this burgeoning field. In particular, a wealth of clinical

and basic insights has established that DNA, and the sensors that

are activated by DNA, are key drivers of several autoinflammatory

diseases.
Mammalian DNA is typically contained within the nucleus or

mitochondria, and DNA accrual in the cytosol is perceived as a

danger signal for cells. Accordingly, humans have an extensive

network of enzymes and pathways dedicated to the rapid clear-

ance of endogenous DNA from multiple cellular compartments.

Detection of cytosolic DNA in particular is a trigger for mounting

rapid and effective host defenses. Clinical and experimental evi-

dence links activation of the innate immune intracellular DNA–

sensing pathways to a subset of autoinflammatory diseases.

Autoinflammatory diseases are distinct from autoimmune dis-

eases as they present in periodic flares of inflammation, usually

in the absence of autoantibodies or antigen-specific T lympho-

cytes (1,2), although the distinction between autoinflammatory

and autoimmune diseases is sometimes difficult to determine

due to overlapping features.
Patients with autoinflammatory disease typically develop

fever and a cluster of organ- and disease-specific manifestations.

These diseases arise from disruptions in the innate immune sys-

tem and are subdivided into 4 main mechanistic categories (1,2):
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1) inflammasomeopathies and interleukin-1β (IL-1β)–mediated
autoinflammatory diseases (including familial Mediterranean fever,
cryopyrin-associated periodic syndrome, hyperimmunoglobuline-
mia D syndrome/mevalonate kinase deficiency, IL-1 receptor
antagonist deficiency, and others); 2) autoinflammatory type I
interferonopathies (including chronic atypical neutrophilic derma-
tosis with lipodystrophy and elevated temperature, proteasome-
associated autoinflammatory syndrome, stimulator of interferon
genes [STING]–associated vasculopathy with onset in Infancy
[SAVI], Aicardi-Goutières syndrome [AGS], and others) that result
in excessive type 1 interferon (IFN) signaling; 3) autoinflammatory
diseases mediated by the NF-κB pathway and/or aberrant tumor
necrosis factor (TNF) activity; and 4) autoinflammatory diseases
mediated by other pathways including the complement pathway.
This review focuses on the subset of autoinflammatory type
1 interferonopathies and other inflammatory diseases that are
associated with DNA sensing and type I IFN responses. We use
these disease states to discuss the principles of the pathways
involved, describe how rare mutations lead to disease, and review
what we have learned about these pathways that may be relevant
to more common rheumatic diseases. In addition, in this review
we describe potential therapeutic targets in these pathways that
might be leveraged for treatment.

Microbial nucleic acid–sensing pathways

The innate immune system relies on pattern-recognition
receptors (PRRs) expressed in different cellular compartments
that detect pathogen-associated molecular patterns (PAMPs).
Engagement of the PRRs by PAMPs triggers protective antimi-
crobial defenses and subsequent induction of an adaptive
immune response (3). The accurate discrimination of pathogen
from self DNA is critical to avoiding unintended activation of these
immune pathways. Over the past few decades, the identification
of PRRs and other receptors that sense microbial nucleic acids
has been critical to defining the key principles of host defense. In
mammalian cells, single- and double-stranded RNA, single-
stranded DNA (ssDNA), and double-stranded DNA (dsDNA),
RNA/DNA hybrids, and cyclic dinucleotides are all recognized as
foreign, alerting the immune system to the presence of a wide
array of microbial pathogens including viruses, bacteria, para-
sites, and fungi (3,4).

Although certain features of nucleic acids (e.g., Toll-like
receptor 9 [TLR-9] recognition of hypomethylated CpG) differ
between foreign and endogenous DNA, both foreign and endog-
enous nucleic acids can activate intracellular sensors. Accord-
ingly, the mammalian immune system has developed several
mechanisms to prevent the accumulation of endogenous nucleic
acids. One such mechanism is through degradation of nucleic
acids by an RNase or DNase. For DNA, DNases are either
secreted (DNase I and DNase1 L3), lysosomal (DNase II), or cyto-
solic (DNase III, also known as 30 repair exonuclease 1 [TREX1])

(Figure 1A). Another mechanism of DNA degradation relates to
the localization of the nucleic acid PRRs to either the endolyso-
some, where the pathogen genome is degraded by exposure to
low pH, or the cytosol.

The ability of RNA to elicit immune activation has been exten-
sively reviewed elsewhere. This occurs in both the endolysosome
(by TLRs) and cytosol (by the retinoic acid–inducible gene I [RIG-
I]–like receptors, which include RIG-I and melanoma
differentiation–associated protein 5 [MDA5]) (3). The endolysoso-
mal TLR-9 was the first described sensor of microbial DNA, rec-
ognizing unmethylated CpG dinucleotides present in bacterial
and viral DNA (for review, see ref. 5). Studies in TLR-9–deficient
mice highlighted the central role for TLR-9 in controlling type I
IFN production from plasmacytoid dendritic cells, but key studies
also revealed that TLR-9 activation accounted for only a portion of
the DNA-sensing response (6). The ability of dsDNA delivered to
the cytosol of macrophages to induce a type I IFN response for-
mally established the existence of a TLR-9–independent intracel-
lular DNA–sensing pathway (6,7). This review focuses on DNA
as a potent immune stimulator and on intracellular DNA–sensing
pathways.

Intracellular DNA–sensing pathways

Delivery of dsDNA to the cytosol via lipofection is an
approach used to identify the receptors for cytosolic DNA. This
delivery resulted in the induction of type I IFN gene transcription
as well as the activation of a second pathway involving caspase
1–dependent processing of the proinflammatory cytokines IL-1β
and IL-18. The receptor for this latter pathway was first defined
as AIM2 (for review, see ref. 8) (Figure 1B). AIM2 forms a caspase
1–activating inflammasome that controls the proteolytic matura-
tion of IL-1β and IL-18 and processing of the pore-forming protein
gasdermin D, an executioner of pyroptotic cell death. AIM2 is
important for protection from DNA viruses and cytosolic bacterial
pathogens but does not drive the type I IFN response to dsDNA.
While AIM2-dependent responses are important, induction of
type I IFN and IFN-stimulated genes (ISGs) is a dominant
response elicited by cytosolic dsDNA.

Cyclic GMP-AMP synthase (cGAS) was identified as a pro-
tein that binds DNA, controlling the type I IFN response. Many viral
pathogens, including herpes simplex viruses type 1 and 2, vac-
cinia virus, and cytomegalovirus, all activate cGAS (for review,
see ref. 3). In addition, bacterial pathogens including Mycobacte-
rium tuberculosis, Legionella, Listeria, Shigella, Francisella, Chla-
mydia, Neisseria, and group B Streptococcus engage cGAS
through the sensing of pathogen DNA (3). Findings indicate that
cGAS recognizes short segments of dsDNA in a sequence-
independent manner. DNA binding leads to the dimerization and
activation of cGAS (for review, see ref. 9) (Figure 1C). Active cGAS
converts GTP and ATP to the novel second messenger cyclic
GMP-AMP (cGAMP) (10). Then, cGAMP binds to the
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endoplasmic reticulum (ER)–localized adaptor protein STING
(also known as MITA, ERIS, and MPYS). Upon cGAMP binding,
STING homodimerizes and is trafficked to the Golgi through the
ER–Golgi intermediate compartment using the cytoplasmic coat
protein complex II. In the Golgi, STING interacts with the IKK-
related kinase TANK-binding kinase 1 (TBK1) (11,12). STING is
phosphorylated by TBK1, facilitating the binding and phosphory-
lation of IFN regulatory factor 3 (IRF3) by TBK1 (13). Phosphory-
lated IRF3 dimerizes and moves to the nucleus to induce
transcription of IFNβ (14), which in turn leads to the induction of
multiple ISGs.

Although induction of type I IFNs is the best studied
response to STING activation, additional downstream responses
include NF-κB activation of the proinflammatory cytokines TNF
and IL-6, induction of autophagy, and apoptotic, necroptotic, or

pyroptotic cell death (15) (Figure 1C). STING activation has been
shown to lead to antigen presentation in macrophages, and to B
cell apoptosis and T cell death (16,17). How these mechanisms
contribute to human disease is a topic of active investigation.
Deactivation of STING signaling occurs by the retrograde traffick-
ing of STING back to the ER in a process dependent upon the
coat protein complex I (COPI), or via lysosomal degradation or
STING ubiquitination (15). Initially, cGAS was proposed to be
localized exclusively in the cytosol where it senses DNA that gains
access to that compartment. However, recent studies have
shown that cGAS also localizes to the nucleus, where it is teth-
ered to nucleosomes, the chromatin subunits of DNA packaged
around histones (18,19). This binding to nucleosomes is pro-
posed to restrain cGAS activity, preventing its activation (20).
Whether cGAS recognizes endogenous DNA in the nucleus and

Figure 1. Schematic representation of the intracellular DNA–sensing pathways. A, To ensure that cytosolic DNA is effectively eliminated, several
DNA-degrading enzymes (DNases) exist. These include TREX1/DNase III and the lysosomal DNase II. B and C, Intracellular DNA is recognized by
two major pathways, including the Absent in Melanoma 2 (AIM2) pathway (B) and the cyclic GMP-AMP synthase (cGAS)/stimulator of interferon
genes (STING) pathway (C). Detection of DNA by AIM2 leads to activation of an apoptosis-associated speck-like protein containing a CARD (ASC)
inflammasome and caspase 1–mediated activation of interleukin-18 (IL-18) and IL-1β. DNA binding to cGAS leads to the production of cGAMP
(GA), the ligand for STING, and cGAMP binding to STING causes homodimerization and transfer of STING to the Golgi in a process that uses the coat
protein complex II (COPII). Active STING signals through TANK-binding kinase 1 (TBK1) and interferon regulatory factor 3 (IRF3) to stimulate type I
interferons (IFNs), and activation of the IFN-stimulated gene IFN-α/β receptor subunit 1. STING alsomediates activation of NF-κB, resulting in the pro-
duction of tumor necrosis factor (TNF) and IL-6. Activation of STING can lead to pathogen clearance, autophagy, and/or programmed cell death,
depending upon the context. STING is returned to the endoplasmic reticulum (ER) to down-regulate its signaling through the coat protein complex
I (COPI) or is targeted for lysosomal degradation.
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whether cGAS activity is limited to the cytosol are areas of ongo-
ing research. Therefore, much remains to be learned about how
cGAS is activated by cytosolic DNA.

A growing number of type I interferonopathies have been
defined, several of which are associated with DNA-sensing path-
ways (e.g., SAVI) or with mutations in DNases or RNases
(e.g., AGS) (Table 1). These diseases reveal that perturbations in
DNA recognition can also result in distinct end-organ damage. In
many cases, murine models of these diseases recapitulate the
organ specificity of the human disease (Table 1). These observa-
tions imply that the innate immune system maintains coordinated
tissue- and cell-specific responses, the nature of which are the sub-
ject of ongoing inquiry. With the mounting evidence supporting the
role of DNA sensing in the pathogenesis of several autoinflamma-
tory diseases, the longstanding question again arises as to how
endogenous DNA contributes to autoimmune diseases and
whether these pathways can be manipulated for therapy.

Lessons learned frommonogenicmutations in the
intracellular DNA–sensing pathway

Diseases involving TREX1 inactivation. The potential
for DNA as a disease-causing agent was demonstrated by muta-
tions in TREX1 (DNase III), which lead to disorders including AGS
(21), familial chilblain lupus (CHBL1) (22), retinal vasculopathy with
cerebral leukodystrophy (RVCL) (23,24), and a subset of patients
with systemic lupus erythematosus (SLE) (25) (Figure 1A and
Table 1). TREX1 is an ER-associated 30–50 exonuclease with
high affinity both for single-stranded DNA and dsDNA (26).
TREX1 mutations are frequently observed in familial cases of
AGS, which are often misdiagnosed as a congenital viral infec-
tion. AGS patients have encephalopathy and severe develop-
mental delay. TREX1 loss-of-function mutations account for a
number of the AGS subsets (21), although this complex disease
can also be initiated by mutations in other genes regulating RNA

Table 1. Clinical features and murine models of type I interferonopathies*

Disease Affected protein Effect on protein Clinical findings Mouse model Murine phenotype

CHBL1 TREX1 D18N,
F17S, others

Autosomal-dominant,
inactivating mutation

Cutaneous form of SLE
(22,29)

No animal model
has been
described

No mouse model
recapitulates the CHBL
phenotype

SLE TREX1 D18N Loss of function Splenomegaly, vasculitis,
renal disease (25)

TREX1 D18N SLE-like disease,
spontaneous production
of autoantibodies (26)

AGS TREX1 Loss of function Encephalopathy, seizures,
mimic of congenital viral
infections (21)

TREX1 knockout Tissue-specific inflammation
targeting the heart, skeletal
muscle, tongue, skin, and
stomach (31,32)

RCVL TREX1 frameshift Carboxy-terminus
mutations preserving
TREX1 activity

Cerebral leukodystrophy,
nonautoimmune retinal
vasculopathy (23)

V235fs and D272fs Autoantibody response to
non-nuclear targets (36)

AIPCS DNase II Loss of function Anti-DNA antibodies,
anemia, nephritis,
arthropathy (38)

DNase I–deficient
DNase II/IFNAR-1
double knockout

Fatal anemia (42)
Polyarthritis, ANA,

splenomegaly (40,41)
SAVI syndrome STING Gain of function due to

dimerization domain
mutations V147L,
V147M, N154S,
V155M, and G166E

Pulmonary inflammation,
cutaneous
vasculopathy (46,87)

STING N153S and
STING V154M

Pulmonary inflammation and
fibrosis, lymphopenia,
lymph node collapse, and
colitis (54–57)

Gain of function due to
cGAMP-binding site
mutations C206Y,
R281Q, R284G

Pulmonary inflammation,
cutaneous
vasculopathy (47,49)

No animal model
has been
described

Not determined

Gain of function due to
cGAMP-binding site
mutation G207E

Cutaneous vasculopathy
and thyroid dysfunction
(53)

No animal model
has been
described

Not determined

COPA syndrome COPA Loss of trafficking of
STING out of Golgi
leading to
hyperactivation

Clinically similar to SAVI
syndrome (60–62)

COPA E241K Spontaneous T cell activation
and T cell–mediated
STING-dependent lung
disease (60,88)

AGS 8/9 Biallelic mutations
in LSM11 and
RNU7-1

cGAS/STING activation Encephalopathy, seizures,
mimic of congenital viral
infections (28)

No animal model
has been
described

Not determined

* CHBL1 = familial chilblain lupus; TREX1 = 30 repair exonuclease 1; SLE = systemic lupus erythematosus; ssDNA = single-stranded DNA;
dsDNA = double-stranded DNA; AGS = Aicardi-Goutières syndrome; RVCL = retinal vasculopathy with cerebral leukodystrophy; IFNAR-1 = inter-
feron-α/β receptor subunit 1; ANA = antinuclear antibody; AIPCS = autoinflammatory-pancytopenia syndrome; SAVI = stimulator of interferon
genes–associated vasculopathy with onset in infancy; STING = stimulator of interferon genes; COPA = coatomer protein subunit alpha;
cGAS = cyclic GMP-AMP synthase.
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degradation (27) or histone processing (28). The histone pro-
cessing defects result in failure to tether cGAS to nucleosomes
and downstream cGAS/STING-mediated activation of ISGs
(28). The AGS-causing TREX1 mutations cluster within 1 of the
3 exonuclease domains of TREX1 or result in frame shifts that
abolish TREX1 catalytic activity (21), highlighting the role of the
loss of DNase activity in driving AGS. CHBL is a cutaneous form
of lupus that presents with ulcerating lesions in the skin in early
childhood. Patients are affected by skin changes and acral
ischemia that are induced by exposure to cold. A number of
inactivating mutations in TREX1 (frequently affecting Asp18)
have been identified in CHBL1 patients (22,29). Noncatalytic
mutations in TREX1 have been shown to result in RVCL, a fatal
disease of the microvasculature that presents with reduced
visual acuity and commonly also presents with neurologic,
hepatic, and renal manifestations (24,30). The TREX1 mutations
that give rise to RVCL are primarily frame shift mutations in the
carboxy-terminus of TREX1, which preserve DNase activity but
are proposed to disrupt the interaction between TREX1 and
the SET complex, an ER-associated DNA repair complex con-
taining 3 DNases that is critical for TREX1 translocation to the
nucleus following oxidative stress (23).

Unlike the human diseases resulting from TREX1 mutations,
TREX1-deficient mice exhibit reduced survival and tissue-
specific responses in sites including the heart, skeletal muscle,
skin, and stomach, while leaving other organs unaffected, sug-
gesting that the downstream effectors of DNA detection are highly
context-dependent (31,32). The myocarditis observed in the
TREX1-deficient mouse is characterized by leukocyte infiltration
in the myocardium, increased IFNβ levels, and production of auto-
antibodies to the abundant, heart-specific targets of myosin
heavy chain 6 and Junctophilin-2 in mice (32,33). However, the
stimulus for IFN production in the heart remains unclear and pre-
sents little phenotypic overlap with human TREX1-associated dis-
eases (Table 1). However, consistent with the concept that DNA
drives this inflammatory response, TREX1-deficient cells demon-
strate accumulation of endogenous, extranuclear ssDNA, leading
to chronic DNA damage and checkpoint activation (34). In mice,
STING deficiency or cGAS deficiency, but not a deficiency of
mitochondrial antiviral signaling protein, a key downstream medi-
ator of RNA sensing, rescued the embryonic lethality of the
TREX-deficient mouse (32,35), strengthening the link between
intracellular DNA and activation of the cGAS/STING pathway in
disease pathogenesis.

Murine knockin models of the human point mutations in
TREX1 have led to important mechanistic insights into the
pathways of disease specificity. The autosomal-dominant
mutation TREX1 D18N results in SLE in mice, with spontane-
ous autoantibody formation to nuclear material, while 30 frame-
shift mutations (V235fs and D272fs) exhibit serologic
responses to non-nuclear targets [36]). Indeed, the TREX1
D18N knockin mouse, as well as the TREX1-deficient mouse,

exhibit other hallmarks of SLE, including splenomegaly, vascu-
litis, and renal disease (26,32,37). The disease manifestations
stemming from the TREX1 D18N mutations were reversed
when mutant mice were crossed with mice deficient in cGAS,
including reversal of the inflammation, IFN signature, and aber-
rant T cell activation, also supporting a pathogenic link to the
cGAS/STING pathway (37). Thus, inactivation of TREX1, result-
ing in superphysiologic amounts of DNA, highlights a role for
excess DNA in initiating autoinflammatory disease. However,
the tissue-specific reactions leading to heterogeneous down-
stream disease manifestations is an area needing further
investigation.

DNase II and polyarthritis in mice. Like mutations in
TREX1 or deficiency of TREX1, depletion of the lysosomal-
associated enzyme DNase II also results in tissue-specific pathol-
ogy. Patients with mutations in DNase II that result in loss of endo-
nuclease activity develop anti-DNA antibodies, liver fibrosis,
glomerulonephritis, and deforming arthropathy (38), likely due to
the entry of undegraded DNA into the cytosol and the subsequent
activation of intracellular DNA–sensing pathways. This disease is
catergorized in the OMIM as autoinflammatory-pancytopenia syn-
drome (OMIM ID no. 619858). These patients also have an
increased type I IFN signature and mild anemia (38). This human
disease is closely phenocopied in DNase II–deficient mice, includ-
ing autoantibody production, liver fibrosis, extramedullary hema-
topoiesis, and anemia (39–41), but these mice also develop
spontaneous inflammatory arthritis. Anemia in DNase II–deficient
mice leads to embryonic lethality, coincident with the onset of
definitive erythropoiesis, which occurs in the liver and requires
ejection of nuclei from the developing red blood cells. Presum-
ably, DNase II–deficient macrophages are unable to adequately
metabolize DNA, stimulating IFNβ production in the liver. The
embryonic lethality of the DNase II–deficient mouse is reversed in
mice double deficient in DNase II/interferon-α/β receptor subunit
1 (IFNAR-1) (42), which survive to adulthood. The progressive,
spontaneous polyarthritis that these mice develop is driven by
the proinflammatory cytokines TNF, IL-6, IL-1, and IL-18 (39–41).

To define the pathways leading to the development of
polyarthritis, the DNase II/IFNAR-1–deficient mice were selectively
bred to mice lacking functional intracellular DNA-dependent path-
ways. Specifically, these DNase II/IFNAR-1–deficient mice were
bred with mice deficient in AIM2 (41,43), STING (44,45), or the
endosomal TLR chaperone Unc-93 homolog B1 (Unc93B1) (41).
Arthritis is reduced in mice triple deficient in AIM2 (DNase II/IF-
NAR-1/AIM2 deficient), due at least in part to reduced levels of
IL-18 downstream of the AIM2 inflammasome. In mice triple defi-
cient in STING (DNase II/IFNAR-1/STING deficient) there was
almost complete abrogation of joint inflammation (41,43), due to
reduced TNF levels and likely also IL-6 levels, both of which are
produced upon activation of the STING pathway. Furthermore,
STING deficiency in the context of DNase II deficiency (STING/
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DNase II–deficient mice) rescued the embryonic lethality of the
DNase II–deficient mouse and prevented the development of
arthritis (45), demonstrating the importance of the STING path-
way in disease pathogenesis in these mice. In contrast, a defi-
ciency in Unc93B1 did not protect the DNase II/IFNAR-1–
deficient mice from developing arthritis. However, antinuclear
antibody (ANA) development was found to be dependent on
Unc93B1 (41), but not on AIM2 or STING. Thus, AIM2 and STING
are both dispensable for ANA production but contribute to arthri-
tis pathogenesis. These data in mice highlight distinct pathways
leading to specific manifestations of DNA-stimulated autoimmune
disease that are independent of type I IFNs. In addition, these
models highlight the role of endogenous DNA, and presumably
the downstream activation of intracellular DNA sensing, in pro-
moting certain manifestations of autoimmunity, and prompt the
question of what the potential role of DNA is as an endogenous
danger signal to elicit human autoimmune disease.

SAVI syndrome. In the first report of the autoinflammatory
disease SAVI syndrome, 6 children with similar early-onset sys-
temic inflammation primarily affecting cutaneous blood vessels
and pulmonary vessels and parenchyma were determined to
have autosomal-dominant mutations in TMEM173, which
encodes the STING protein (46). Since that time, more than
50 patients with mutations in STING have been described (47).
These mutations occur either in the STING dimerization domain
(V147L, V147M, N154S, V155M, and G166E), the cGAMP-
binding domain (C206Y, R281Q, R284G), or in the transmem-
brane linker region (H72N) (48) and result in constitutive
activation of STING (47). SAVI patients present with pulmonary
fibrosis, cutaneous vasculopathy, and vasculitis, but the clinical
manifestations are heterogeneous. Some patients exhibit auto-
antibody production, while others have increased susceptibility
to infection and/or neurologic or hepatic involvement (49). A
newly described class of SAVI patients presenting in adulthood
further broadens the spectrum of SAVI syndrome (50). These
data underscore the complexity of the STING pathway and the
potential importance of other STING-driven responses in dis-
ease pathogenesis. Consistent with these findings, treatment
of SAVI patients using JAK inhibitors has only been partially
successful, highlighting the importance of IFN-independent dis-
ease pathways (51,52).

Individual mutations in STING described in both patients and
animal models appear to lead to differences in the degree of
STING activation or might modulate downstream signaling in
cell- and context-dependent manners, resulting in a spectrum
of clinical manifestations. For instance, activating mutations,
such as G207E, that lie in the cGAMP-binding domain, predom-
inantly result in skin and thyroid manifestations (53). The crystal
structure of STING, along with the confirmational changes
observed during STING activation, influenced the hypothesis
that manifestations of disease result from distinct activation

modes by STING (48). Structure–function relationships may
explain the milder lung phenotypes seen in certain patients but
offers an incomplete explanation as to the heterogeneity of dis-
ease. Although it is clear that activation of STING leads to robust
autoinflammation, understanding the precise mechanism by
which each particular mutation results in clinical disease mani-
festations has remained a challenge.

With the goal of clarifying mechanisms, mice harboring the
SAVI mutations present in humans were generated. Using
CRISPR technology, 3 research teams created mice with the
2 most common SAVI mutations (V154M or N153S) (54–56).
Homozygosity for either of these SAVI mutations results in
embryonic lethality, but SAVI heterozygotes recapitulate many
aspects of the human disease, including immune abnormalities
and lung inflammation. These mice also develop colitis, a pheno-
type not described in humans to date (57). All SAVI mutant
mouse strains develop lung inflammation, severe lymphopenia
and lymph node collapse, as well as some induction of ISGs
(54–56,58). Surprisingly, despite the IFN response being a key
feature of this class of diseases and the best-studied response
in STING signaling, crossing a SAVI mutant mouse with either a
mouse deficient in IFNAR or IRF3, a critical transducer of IFN
production, reduced the production of most ISGs (54–56,58);
however, IFNAR deficiency or IRF3 deficiency failed to rescue
lymphocyte dysfunction or the widespread inflammation and
fibrosis in the lung (54–56,58).

Clinical manifestations in SAVI overlap with those observed in
coatomer protein complex subunit A (COPA) syndrome, a rare
monogenic disease arising from mutations in the WD40 domain
of the COPA. COPA is a subunit of COPI, which mediates retro-
grade trafficking from the Golgi to the ER (Figure 1C). Like SAVI
patients, COPA syndrome patients exhibit autoinflammatory dis-
ease, including interstitial lung disease and an increased expres-
sion of ISGs (59), which prompted several independent groups
to seek a mechanism linking STING and COPA pathways
(60–63). Retention of STING in the Golgi is sufficient for its activa-
tion, and these recent studies demonstrate that loss-of-function
COPA mutations lead to accumulation of STING in the Golgi and
the subsequent production of type I IFN and ISGs. These novel
findings should lead to further understanding of the homeostatic
regulation of STING.

Potential role of intracellular DNA–sensing
pathways in autoimmune disease

Due to the strong associations between intracellular DNA
sensing and autoinflammatory diseases, researchers have begun
to investigate the role of endogenous DNA in autoimmune dis-
ease more broadly. It is of note that >60% of SLE patients have
a type I IFN signature (64), and type I IFNs have been implicated
in disease pathogenesis (65). While TLR activation likely drives this
response, elevated levels of cGAMP have been detected in
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peripheral blood mononuclear cells (PBMCs) from 15% of SLE
patients (66), but not in healthy subjects or in patients with rheu-
matoid arthritis. Other studies have shown that sera from SLE
patients strongly evoke an IFN response in macrophages, a phe-
nomenon proposed to be due to the presence of DNA in apopto-
tic microvessels (67). DNase activity was also found to be
reduced in serum samples from SLE patients (68,69) and a sub-
set of SLE patients have been identified who are carriers of muta-
tions in DNase I (68,69) or DNase1 L3 (70,71). The initially
described DNase I–deficient mouse developed SLE-like disease,
including autoantibody production and kidney damage in the
autoimmune-susceptible 129 × C57BL/6 mouse strain, but not
on a pure C57BL/6 background (72,73). In this mouse model,
there was unintentional disruption of TNF receptor–associated
protein 1 (TRAP-1)/heat shock protein 75 (HSP-75). An indepen-
dently generated DNase I–deficient mouse that only targeted
Dnase I and did not disrupt TRAP-1/HSP-75 also spontaneously
developed an SLE-like disease and recapitulated the female bias
seen in the human SLE population (74), underscoring the poten-
tial contribution of DNA in SLE pathogenesis.

A key question regarding the role of endogenous DNA in
stimulating autoimmune disease is the source of the pathogenic,
endogenous DNA. Many of the studies discussed thus far involve
mutations leading to altered DNA sensing or accrual of endoge-
nous DNA. Recent insights suggest several possible sources of
endogenous DNA, including endogenous retroelements, leaked
mitochondrial DNA, or uptake of extracellular DNA following tis-
sue damage (15). Evidence that cGAS localizes to the nucleus
introduces the possibility that nuclear DNA may be a source for
cGAS activation (18–20). Reduced clearance of defective mito-
chondria via mitophagy was observed in red blood cells from
SLE patients (75). When phagocytosed by myeloid cells, mito-
chondrial DNA from SLE-derived red blood cells stimulated type
I IFN production in a cGAS/STING–dependent manner (75). In
contrast, delivery of DNA or cGAMP through microparticles offers
protection against disease in animal models of experimental auto-
immune encephalomyelitis and type 1 diabetes (76,77). These
studies suggest that although endogenous DNA may be a con-
tributing factor to the pathogenesis of certain autoimmune dis-
eases, further studies are needed to better understand its
specific role in autoimmunity and the pathways involved and to
determine the exact sources of the endogenous DNA at play.

Therapeutic strategies targeting STING activation

The important role that DNA detection plays in host defenses
cannot be understated. Therapeutic strategies leading to the acti-
vation or inhibition of the STING pathway are in development,
including those targeting cGAS, STING, and TBK1. Since these
agents have been thoroughly reviewed elsewhere (78,79), we
highlight a few intriguing STING-targeting agents. The potent

immune stimulatory activity of DNA sensing and cyclic dinucleo-
tides is being leveraged for the treatment of viral infections. For
example, 2 recent studies used small-molecule STING agonists
to elicit antiviral immunity to SARS–CoV-2 infection (80,81).
Increasingly, studies support the potential role of DNA sensing
as a driver of the antitumor immune response. Accordingly, cyclic
dinucleotides as well as small-molecule STING agonists are in
clinical trials for the treatment of melanoma and other can-
cers (82).

The growing body of literature implicating aberrant sensing of
endogenous DNA in the pathogenesis of autoinflammatory and
autoimmune diseases raises the interesting possibility that limiting
the activation of DNA-sensing pathways could be a therapeutic
approach for the treatment of these diseases. Several small mole-
cules that block STING signaling have been identified. A nitrofuran
derivative H-151 covalently binds STING and blocks STING
palmitoylation, a critical signal needed for STING trafficking (83).
H-151 blocks IFN responses in TREX1-deficient mice (83).
Another small-molecule inhibitor of STING, SN-011, blocks
inflammation and autoimmune disease manifestations in
TREX1-deficient mice (84). A peptide inhibitor of STING has also
recently been described that acts in a stromal interaction mole-
cule 1 (STIM1)–dependent manner to block STING trafficking
from the ER to the Golgi. This peptide, ISD017, inhibits known
STING downstream activities and has no overt toxic effects on
cells. Interestingly, ISD017 blocks STING activation in mice and
has efficacy in a mouse model of lupus. Lastly, ISD017 also
reduced IFN and cytokine responses in PBMCs from lupus
patients (85). Beyond STING, studies are also underway to iden-
tify and study cGAS inhibitors in both monogenic diseases and
more complex diseases (86). Collectively, these observations
highlight the therapeutic potential of targeting the cGAS/STING
pathway for the treatment of several diseases and the need for
further study to investigate methods to specifically harness these
therapeutic approaches.

Conclusion

Studies of autoinflammatory diseases have improved our
understanding of the complexities of the innate immune system
and have demonstrated how alterations in innate immune path-
ways can drive human disease. In particular, these diseases high-
light that intracellular DNA both serves as a potent activator of the
immune system in response to pathogens and has the power to
elicit autoinflammation. Detection of intracellular DNA is a core
mechanism leading to activation of the innate immune system.
Yet, alterations in DNA sensing pathways can yield unique dis-
ease manifestations in terms of organ involvement. This diversity
is highlighted by the heterogeneity of tissue involvement in the
family of diseases caused by alterations in TREX1. Moreover,
site-specific mutations yield unique pathologies, as demonstrated
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by the SAVI-activating mutations. It follows that a network of
mechanisms must exist to regulate pathogen- and tissue-specific
responses. Pharmaceutical agents targeting activation or inhibi-
tion of STING are early examples of utilizing this powerful pathway
for the clinical management of disease. It is likely that future drug
design will leverage other members of intracellular DNA–sensing
pathways to generate more selective therapies (e.g., cGAS). Sev-
eral mechanistic questions warrant exploration in this fascinating
and growing field that will further refine these therapies. Future
research will likely lead to an improved understanding of the regu-
latory mechanisms that refine the immune response to intracellu-
lar DNA and address whether the intracellular DNA–sensing
pathways are foundational in other rheumatic diseases.
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NO T E S F R OM TH E F I E L D

The Transition From Residency to Fellowship: Enhancing
Training by Increasing Transparency

Eli M. Miloslavsky1 and Anisha B. Dua2

INTRODUCTION

The events of the last several years have highlighted the chal-
lengesofbiasandsystemic racismand the importanceof traineewell-
ness and support within graduate medical education. Coupled with
the rapidshift to virtual interviews, theseeventsspotlight acritical point
in training atwhich residents transition into fellowshipprograms. Each
trainee enters a fellowship program with a unique background and
skillset, which can make it challenging for a program to meet the
needs of its fellows. In order to provide an ideal training environment,
the residency-to-fellowship transition process should ensure an opti-
malmatch between theprogramand the candidate andmitigate bias
inherent to the application process (pre–match phase). Additionally,
the transition process should facilitate rapid and accurate learner
assessment and enable programs to provide an appropriate level of
support for their acceptedcandidates (post–matchphase).However,
the current process is not optimized to accomplish these goals.

There has been a robust national conversation regarding the
transition frommedical school to residency, culminatingwith a recent
report by the Coalition for Physician Accountability (CoPA) (1). This
initiative outlined important goals such as increasing transparency in
the application process, better defining competencies and assess-
ment metrics, addressing inequities, and improving the post–match
transition process. The residency-to-fellowship transition facesmany
of the same challenges. Herein, we review the major barriers to an
optimal transition process and propose potential solutions.

PRE–MATCH PHASE: FELLOWSHIP
PREPARATION AND THE APPLICATION
PROCESS

Student/resident performance assessment. An opti-
mal application process would ensure the best match between the
applicant and the program while minimizing bias, inequity, stress,
and financial expenditure. However, emerging evidence suggests
that the core assessments program directors use in fellow selection
have significant limitations, including bias and structural racism.

The residency training program of an applicant is one of the
most important factors in a fellowship application. The clinical
training and opportunities for research, mentorship, and leader-
ship are highly dependent on where the candidate trained in resi-
dency (2). However, the key determinants of the residency match,
such as clerkship grades, United States Medical Licensing Exam-
ination (USMLE) scores, and Alpha Omega Alpha (AΩA) member-
ship, have all been shown to have significant biases and
limitations. Moreover, these metrics are also used in the fellowship
application process, amplifying their impact. USMLE scores have
been associated with performance on in-training and certification
exams; however, USMLE scores have not been shown to predict
achievement of competencies during residency training (3). A
study of more than 45,000 medical students found that USMLE
Step scores were lower among underrepresented in medicine
(URiM) students and female students as compared to White male
students, suggesting possible bias (4). Clerkship grades are sub-
ject to shortcomings in assessment instruments, differing criteria
for grading across schools, and variability in faculty evaluation
skills. Evidence suggests that there is also systemic racial bias in
clerkship grading and selection of candidates for AΩA member-
ship, with a study reporting that Black and Asian medical students
were less likely to be awarded AΩAmembership thanWhite med-
ical students after controlling for USMLE Step 1 scores and extra-
curricular activities (adjusted odds ratio for Black students 0.16
[95% confidence interval (95% CI) 0.07–0.37]; adjusted odds
ratio for Asian students 0.52 [95% CI 0.42–0.65]) (5).

Letters of recommendation are challenging to interpret
because they are highly subjective and can lack substantiating
objective criteria. These letters of recommendation may not be
comparable across residents because of variations in the source
of the letters, whether written by an individual, who may write only
1 letter or a few letters each year, or by a program director, who
may be accustomed to writing multiple letters each year. Even let-
ters written by program directors that adhere to the guidelines for
standardized letters of recommendation have demonstrated the
presence of race and sex bias, with more use of doubt-raising
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language and terms describing behaviors of empathy and inter-
personal skills in letters for URiM applicants, which are 2 types of
language that have been negatively associated with hiring in aca-
demia (6). Program directors in particular may have a conflict of
interest between accurately describing the skills of their trainees
and enhancing the reputation of the residency program. How-
ever, we would argue that increased transparency would garner
trust in the residency program and minimize the likelihood of
applicants matching in programs where they may struggle.

Away rotations also introduce inequity into the residency-to-
fellowship transition process, as financial constraints and flexibility
may disproportionately affect residents who are from underprivi-
leged backgrounds or groups who are URiM. These inequities
may particularly impact residents in smaller programs that do not
have structured rheumatology rotations. In sum, the metrics in the
current application process for both residency and fellowship pro-
grams have drawbacks and may disadvantage students who are
URiM, as well as students whose relative performance improves
later in medical school, thereby limiting the potential for an optimal
match between the applicant and the program. Awareness of these
limitations and working to reduce bias in assessment are important
steps in optimizing the fellowship program application process.

Fellowship applications and interviews. Fellowship
programs often receive more applications than can be meaning-
fully reviewed, and applications may lack discrete details that
would help to meaningfully differentiate between similar candi-
dates, making holistic review challenging. With a consistently
increasing volume of applicants per fellowship spot (7), filters (such
as AΩA and exam scores) may be more frequently used to identify
candidates who meet selection criteria. The use of these filters in
the application review process can perpetuate bias (5). Utilizing
best practices during application screening and during the inter-
view process may ameliorate these challenges (Table 1).

From a national perspective, and mirroring recommenda-
tions set forth by CoPA, specialty-specific best practices for
recruitment should be considered in order to increase diversity
across the educational continuum, and this information should
be disseminated to program directors, residency programs, and
institutions. Further, the development of a database of fellowship
program applicants that is widely accessible, reliable, and search-
able for the characteristics (demographics, geography, scores,
degree, visa status, and other areas of interest) of individuals
who applied, were interviewed, were ranked, and matched for
each subspecialty fellowship program would enhance transpar-
ency and enable applicants to focus more on the nature of pro-
grams to which they should apply. This should be available at no
cost to applicants and their advisors. Career advising is nuanced
and can also introduce conflicts of interest. Reflective and honest
discussion between applicants and their advisors, combined with
accurate, transparent portrayal of information by programs, can
enhance the value and outcomes of the application process.

The fellowship program application process is further con-
founded by the ways in which interviews are offered to candidates.

The process by which interviews are offered varies from program to
program and can be unnecessarily complex, with little regulation or
structure. This can lead to increased applicant anxiety, “hoarding”
of interview invitations, and hindering of the mutual interests of
applicants and fellowship programs. Equity and fairness for candi-
dates and fellowship programs could be improved by the imple-
mentation of standards for the interview offer and acceptance,
including standards for the timing and methods of communication.
In residency programs, there has been discussion of implementing
an “early match” process for applicants and potentially limiting the
number of interviews each applicant may attend. While this could
significantly level the playing field by redistributing interview slots
to other interested candidates, it could also have negative

Table 1. Suggested best practices for fellowship program applica-
tion screening and interviews

Best practice
How to implement best

practice

Application screening
Determine program values

and priorities
Defining these attributes with
input from faculty
participating in recruitment
can help create a shared
value model and enable the
program to focus on applicant
attributes that best match the
mission of the program.

Maximize the utility of data in
the application

Understanding the meaning of
“code words” and tiered
rankings in the program
director’s letter across years
may allow for direct
comparison of applicants.
Triangulating performance
data from medical school,
residency, and letters of
recommendation can shift
focus away from outlier data.

Limit bias Strategies such as implicit bias
training, screening without
applicant photos, and utilizing
multiple screeners may help
to reduce bias inherent in the
screening process.

Interviews*
Increase standardization and

limit bias
Utilizing standard interview
questions or multiple mini
interviews as well as blinding
interviewers to parts of the
application that may
introduce bias (USMLE
scores, AΩA) are strategies
that can limit interviewer bias.

Limit the impact of
technology and the
applicant’s living situation

Provide training and support for
both applicants and faculty
around the use of technology
and increased cognitive load
present during virtual
interviews. Allowmake-up
opportunities for interviews
disruptedby technology failure.

* For more details, see refs. 14 and 15. USMLE = United States Med-
ical Licensing Examination; AΩA = Alpha Omega Alpha.

MILOSLAVSKY AND DUA1626



consequences, such as potentially increasing unmatched pro-
grams or applicants, or limiting opportunities for some candidates
to fully explore potential programs, mentors, and training
resources. A coordinated, informed, and concerted effort from all
stakeholders in the residency-to-fellowship transition process will
be needed to minimize biases, enhance opportunities, and opti-
mize the match process for fellowship applicants and programs.

POST–MATCH PHASE: TRANSITION TO
FELLOWSHIP

In addition to ensuring the best match between the fellowship
program and the applicant, residency assessment metrics should
help fellowship programs train fellows effectively. Further compli-
cating the frequent lack in fellowship applications of detailed, objec-
tive, and actionable data on resident performance is the fact that
resident evaluation over the final year is not disclosed to fellowship
programs. Studies suggest that milestone ratings in residency cor-
relate with milestone ratings in fellowship (8), but that milestone rat-
ings may go down from the end of residency to the beginning of
fellowship (9). Therefore, a mechanism that allows residency pro-
grams to provide fellowship programs with data on resident perfor-
mance over the final year would help facilitate the assessment of
fellows and address the differences in ratings with trainees, thus
furthering mutual understanding and buy-in.

Individualized learning plans (ILPs) developed by residency
programs and shared with the fellowship program would further
enhance the residency-to-fellowship handover (10). The amount
of time new fellows must devote to becoming familiar with a new
institution, relocating to a new geographic area, and preparing for
the Internal Medicine board exam makes the rapid and accurate
assessment of new fellows challenging. Further, the ability of new
fellows to be effective partners in developing a learning plan may
be limited. Studies have demonstrated that learners, particularly
those who are struggling, can lack the ability to effectively assess
their skills (11). Fellows may also be hesitant to share their learning
needs and perceived weaknesses with their new training program.
An ILP is a learner-directed tool with which trainees identify their
personal educational goals, perform self-evaluation in competen-
cies and/or milestones, and create actionable objectives in consul-
tation with faculty that are reviewed periodically in order to enhance
the trainee’s professional development (12). An ILP, agreed on by
both the trainee and the residency training program, that is pro-
vided transparently to the fellowship program would facilitate early
assessment and partnering with the trainee to develop and carry
out a learning plan. While there is a theoretical concern that such
a process would influence fellow assessment, a recent study using
simulated encounters suggested that an educational handover
does not influence subsequent assessment (13).

CONCLUSION

Limitations in assessment instruments, in the application pro-
cess, and in the communication of residents’ strengths and areas

of development hinder the ability of fellowship programs to provide
optimal training. More objective and transparent assessment of
residents, optimization of the application process, and the sharing
of resident evaluations and ILPs between the residency and fellow-
ship programs after the match may enhance the residency-to-
fellowship transition, help limit the perpetuation of health disparities
and lack of diversity in the rheumatology workforce, and positively
impact trainees, faculty, and most importantly our patients.
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The Efficacy of Short-Term Bridging Strategies With
High- and Low-Dose Prednisolone on Radiographic and
Clinical Outcomes in Active Early Rheumatoid Arthritis:
A Double-Blind, Randomized, Placebo-Controlled Trial
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Objective. In active early rheumatoid arthritis (RA), glucocorticoids are often used for bridging, due to the delayed
action of methotrexate. This study was undertaken to compare the effect of 3 bridging strategies, including high-dose
and low-dose prednisolone, on radiographic and clinical outcomes.

Methods. Adult RA patients from 1 rheumatology hospital and 23 rheumatology practices who presented with
moderate/high disease activity were randomized (1:1:1) to receive 60 mg prednisolone (high-dose prednisolone [HDP])
or 10 mg prednisolone (low-dose prednisolone [LDP]) daily (tapered to 0 mg within 12 weeks) or placebo. The 12-week
intervention period was followed by 40 weeks of therapy at the physicians’ discretion. The primary outcome measure
was radiographic change at 1 year measured using the total modified Sharp/van der Heijde score (SHS). Disease activity
was assessed with the Disease Activity Score in 28 joints using the erythrocyte sedimentation rate (DAS28-ESR).

Results. Of 395 randomized patients (HDP, n = 132; LDP, n = 131; placebo, n = 132), 375 (95%) remained in the
modified intention-to-treat analysis. Mean ± SD changes in SHS scores in the 3 groups after 1 year were comparable:
mean ± SD 1.0 ± 2.0 units in the HDP group, 1.1 ± 2.2 units in the LDP group, and 1.1 ± 1.5 units in the placebo group.
The primary analysis showed no superiority of HDP compared to placebo (estimated difference of the mean change
−0.04 [95% confidence interval (95% CI) −0.5, 0.4]). At week 12, the mean DAS28-ESR differed: −0.6 (95% CI −1.0,
−0.2) for HDP versus placebo; –0.8 (95% CI −1.2, −0.5) for LDP versus placebo. At week 52, there was no significant
difference in DAS28-ESR between the 3 groups (range 2.6–2.8). Serious adverse events occurred similarly often.

Conclusion. Short-term glucocorticoid bridging therapy at a high dose showed no benefit with regard to progres-
sion of radiographic damage at 1 year.
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INTRODUCTION

The most important rheumatoid arthritis (RA) management
strategy is the treat-to-target approach that includes the (early)
use of conventional synthetic disease-modifying antirheumatic
drugs (csDMARDs) and, if necessary, targeted synthetic or bio-
logic DMARDs (1). According to the 2019 recommendations of
the European Alliance of Associations for Rheumatology
(EULAR), the concept of disease modification “most characteristi-
cally [includes] the inhibition of occurrence or progression of
structural damage to cartilage and bone” (2). Structural joint dam-
age may occur early after disease onset. One important clinical
problem is that csDMARDS such as methotrexate (MTX) have a
delayed onset of action. This is the main reason for the develop-
ment of bridging strategies using glucocorticoids (GCs) (3). GCs
are fast-acting antiinflammatory drugs, also considered as
disease-modifying because of their ability to decelerate struc-
tural damage (4).

There is strong evidence of structural efficacy for 5–10 mg
oral prednisolone per day over 2 years (5,6) and for 60 mg oral
prednisolone initially, tapered to low-dose prednisolone or 0 mg
over 6–8 months administered in addition to csDMARDs (7,8).
An initial prednisolone dosage of 30 mg was shown to be nearly
as efficacious as 60 mg prednisolone, both tapered down to
5 mg over a 26-week period (9).

According to the 2015 American College of Rheumatology
(ACR) Guideline for the Treatment of RA, the risk/benefit ratio of
GCs is favorable as long as the dose is low (≤10 mg prednisolone
per day) and the duration of therapy short (<3 months of treat-
ment) (10). However, there is no solid evidence for this recom-
mendation (11). Therefore, the 2021 ACR Guideline for the
Treatment of RA emphasizes that neither high- nor low-dose
GCs should be used (12). In 2019, EULAR recommended short-
term GC use when initiating or changing csDMARDs such as
MTX, and short-term GC use means “aiming at discontinuation
within about 3 months” (13).

The aim of our study was to test the paradigm of a disease-
modifying effect of high and low GC doses in short-term adminis-
tration combined with a now well established tight-control
treat-to-target approach (14) in patients with early RA. In addition to
radiographic outcomes, clinical efficacy and safety of the strategies
were assessed.

PATIENTS AND METHODS

Study design. CORRA (Corticoid bridging in Rheumatoid
Arthritis) is an investigator-initiated, randomized, multicenter,
double-blind, placebo-controlled trial designed to compare
2 short-term GC bridging schedules and placebo in addition to
MTX following a tight-control treat-to-target regimen in early RA
(ClinicalTrials.gov identifier: NCT02000336). It was approved by
the ethics committees at the universities of Muenster (leading

ethics committee: 2013-250-f-A), Duesseldorf, and Hanover,
Germany. The study was conducted at 23 rheumatology private
practices and 1 tertiary hospital in North Rhine-Westphalia,
Germany. The study protocol had already been published at
study initiation (15). The principles of good clinical practice were
an essential component of the trial. It was conducted in accor-
dance with the Declaration of Helsinki. A supervision of the trial
was carried out by an independent data and safety monitoring
board.

Patients. Adult patients with diagnosed active RA who ful-
filled the 2010 ACR/EULAR RA classification criteria (16) and
had a symptom duration of less than 3 years were eligible.
Patients had to be naive to MTX treatment (MTX pretreatment
was allowed within 4 weeks before baseline) and without GC
treatment 2 weeks before study entry. Disease activity had to be
upper moderate or high as measured by the Disease Activity
Score in 28 joints using the erythrocyte sedimentation rate
(DAS28-ESR) (17) of >4 with ≥3 swollen joints. Exclusion criteria
included severe liver disease, active hepatitis B or C viral infection,
advanced renal disease, clinically relevant hematologic diseases,
relevant immunodeficiency including HIV infection, clinically rele-
vant pulmonary fibrosis, complicated gastric or duodenal ulcer, a
history of malignant melanoma, severe infections within the previ-
ous 6 weeks before baseline, uncontrolled diabetes mellitus,
uncontrolled arterial hypertension, and high intraocular pressure.
All patients provided written informed consent.

Randomization and masking. Patients were randomly
assigned (1:1:1) to initially receive 60 mg prednisolone (high-dose
prednisolone [HDP]) or 10 mg prednisolone (low-dose predniso-
lone [LDP]) orally once a day (both tapered down to 0 mg prednis-
olone within 12 weeks) or placebo. The sealed study medication
boxes had a sequential mark but otherwise the same appear-
ance. In each box there were 12 blisters (marked 1 to 12 for each
week) with 7 capsules containing the actual drug. All capsules
looked identical and had the same smell and taste. A central phar-
macy provided a computer-generated randomization list with a
randomly permuted block design. Patients, physicians, and
readers of radiographs were blinded with regard to treatment
group assignment until the reading of radiographs was finished
and the study database was locked.

Procedures. The intervention period lasted 12 weeks, fol-
lowed by an extension period of 40 weeks with therapy at the
physicians’ discretion. Patients were advised to take 1 capsule
of the study medication per day in chronological order during the
intervention period. In the LDP group, the study schedule began
with 10 mg prednisolone daily for 4 weeks, followed by 7.5 mg
during weeks 5–8, and 5 mg during weeks 9–12. In the HDP
group, the schedule was 60 mg, 40 mg, 25 mg, 20 mg, 15 mg,
10 mg during weeks 1–6, respectively, 7.5 mg during weeks
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7–8, and 5 mg during weeks 9–12. Patients were asked to return
their study medication boxes after 12 weeks to assess compli-
ance (see Supplementary Appendix S1, available on the Arthritis
& Rheumatology website at https://onlinelibrary.wiley.com/doi/
10.1002/art.42245).

All patients started MTX treatment, the usual dosage being
15 mg/week (modifications could be made by the rheumatologist,
e.g., in case of minor renal failure, MTX intolerance, or older age),
followed by 5 mg folic acid the next day. Patients were seen every
4 weeks within the first 3 months. In case of lack of efficacy, the
MTX dose was planned to be increased to 20 mg/week and fur-
ther up to 25 mg/week after 4 or 8 weeks, respectively (18). In
the further course of the study, a change of the DMARD medica-
tion according to the EULAR recommendations (19) was allowed
in the case of lack of efficacy and/or intolerability. These decisions
were made by the treating rheumatologist and the patient, based
on the treat-to-target paradigm for RA (14). Intraarticular GC
injections of up to 40 mg triamcinolone acetonide were allowed
every 4 weeks during the intervention period and were then left
to the physicians’ discretion.

Study visits took place at baseline and at weeks 4, 8, 12, 24,
and 52. Radiographs of hands and feet were taken at baseline
and after 1 year. A physical examination including the determination
of the DAS28-ESR, safety measures with laboratory examinations,
and patient-reported outcomes were performed at every visit. The
treating rheumatologist recorded all adverse events (AEs), including
serious AEs (SAEs), and made treatment adjustments in accor-
dance with the protocol. Dual x-ray absorptiometry (DXA) of the
lumbar spine and hip was performed at baseline and after
24 weeks in patients at an increased risk of osteoporosis
(age >60 years in men, age >50 years in women, current smoking,
history of nontraumatic fracture, parent history of hip fracture).

Outcome measures. The primary end point was the
change in radiographic joint damage after 1 year compared to
baseline, as determined by the modified Sharp/van der Heijde
score (SHS) (20). Two independent readers (JB and DK) evalu-
ated radiographs of hands and feet with regard to joint space nar-
rowing and erosions. They were unaware of the treatment
assignments and performed the reading in a paired manner and
in chronological order (21). In case of a difference between the
2 readings of >4 total SHS points, a third reading took place for
the respective radiographs with 2 readers for adjudication (RR
and SW). In case of smaller differences, the mean of these 2 read-
ings was used for analysis.

Major secondary end points were concomitant medication
(e.g., intraarticular GC, MTX), disease activity (assessed by the
DAS28-ESR, with values of <2.6 labeled as “minimal disease
activity”), Boolean remission (as defined by the ACR/EULAR pro-
visional definition of remission in RA for clinical trials [22]), and
physical functioning (assessed by the Hannover questionnaire of

physical functioning [23]), as well as patient global assessment
of disease activity and pain (numerical rating scale).

Safety end points included serious reportable AEs (SRAEs),
treatment-emergent AEs of special interest (HbA1c >7.5% or an
increase of >1.0% compared to baseline; intraocular pressure
>21.0 mm Hg), and other AEs, coded by the Medical Dictionary
for Regulatory Activities (MedDRA), German versions 17.1 to 21.0.
SRAEs had to be reported to an independent SAE manager for
safety evaluation, in case they either occurred in the period from
patient consent to 30 days after the last intake of the studymedica-
tion or if the treating rheumatologist assumed a causal relationship
of the SAE with the study medication. Bone mineral density (DXA
lumbar spine and hip) at 24 weeks was compared to baseline.

Statistical analysis. In the prespecified statistical analysis
plan, primary analysis was planned with 3 hierarchical steps com-
paring the 3 treatment groups using analysis of covariance. The
first hierarchical step was a superiority test for the HDP schedule
versus placebo, and the possible second step was a superiority
test of the LDP schedule versus placebo, both conducted in a
modified intention-to-treat population (details on all analysis popu-
lations are provided in Supplementary Appendix S2, https://
onlinelibrary.wiley.com/doi/10.1002/art.42245). The last hierarchi-
cal step should show noninferiority of the LDP versus the HDP
schedule using the data of the per-protocol population (the SHS
erosion score as a secondary outcome measure should be ana-
lyzed accordingly). Six sensitivity analyses of the primary analysis
were performed (Supplementary Appendices S2 and S3).

For sample size calculation, data from the Behandel Strategi-
een (BeSt) study (effect ± SD 3.7 ± 7.5) was used (8). Accounting
for a dropout rate of 5%, a sample size of 150 patients per group
was estimated to have a power of >95% for a 2-sided t-test of
superiority (α = 0.05) of HDP versus placebo in the first step and
for LDP versus placebo in the second hierarchical step. Accepting
a noninferiority margin of 1.3 SHS units (one-third of the assumed
placebo/verum difference) for the difference of change in radio-
graphic joint damage between the prednisolone groups results
in a power of >85% for 150 patients per group in the third step.
In the course of the study, the number of participants had to be
reduced due to recruitment problems. With 125 patients per
group, the power for the first 2 steps in the hierarchical design
was >90%, whereas the power in the third step decreased from
>85% to >80%. Depending on the proportion of missing values,
these were substituted by randomly chosen items pertaining to
the individual or by multiple imputation according to predictive
mean matching (n = 20) (Supplementary Appendix S4).

Secondary outcome measures were examined in suitable
regression models (modified intention-to-treat population), linear
models for quantitative outcomes and logistic models for dichoto-
mous outcomes, with adjustment for baseline values (if possible),
age, sex, and symptom duration. A random patient effect was
included for target values repeatedly measured over time. An
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overall 3-group test per outcome and time point was conducted.
Additionally, 95% confidence intervals (95% CIs) for pairwise
comparisons were calculated. Statistical analyses were per-
formed using R, version 3.6.1, and SAS software, version 9.4.

Exploratory post hoc analyses of the primary end point and
the erosion score were subsequently added and included a pair-
wise comparison of the treatment groups in the per-protocol pop-
ulation. For this purpose, family-wise 95% CIs adjusted according
to Tukey’s method were calculated.

Data availability. Requests for sharing the trial data can
be addressed to the corresponding author and will be considered
on an individual basis by the authors.

RESULTS

Between February 5, 2014, and March 1, 2017, 395 of the
450 patients screened participated in the baseline visit and were ran-
domized to receive treatment. According to the International Council
for Harmonisation of Technical Requirements for Pharmaceuticals for
Human Use E9 guideline (24), 20 patients were excluded from the
intention-to-treat population (Figure 1). Of the remaining 375 patients,
345 (92%) completed the 52-week study visit.

Baseline characteristics. At baseline, patients had high
disease activity (mean DAS28-ESR of ~6.0) with a mean of

13 swollen joints and SHS score of 5 units (mean erosion sub-
score 2 SHS units). Baseline characteristics were fairly similar
between the 3 treatment groups within the modified intention-to-
treat population except for the proportion of women, C-reactive
protein (CRP) level, ESR level, and total SHS score (Table 1).

Primary end point analysis. Intraclass correlation coeffi-
cient (ICC) estimates for the SHS score at baseline and week
52 were 0.97, and the ICC estimate for changes in the total SHS
score during weeks 0–52 was 0.85 (indicating good reader reliabil-
ity). The smallest detectable change in the total SHS score was
1.9 for weeks 0–52 (25). The observed mean ± SD increase in
SHS score (primary end point) was 1.0 ± 2.0 in the HDP group,
1.1 ± 2.2 in the LDP group, and 1.1 ± 1.5 in the placebo group
(Table 2). The probability plots for total SHS score and erosion score
are shown in Supplementary Appendix S5 (https://onlinelibrary.
wiley.com/doi/10.1002/art.42245). After adjustment for the base-
line total SHS score, the estimated difference of the mean change
between HDP versus placebo was –0.04 (95% CI –0.5, 0.4). Thus,
no significant difference was seen in the first step, and the hierarchi-
cal testing was stopped. All sensitivity and subgroup analyses
yielded similar results (Supplementary Appendix S5).

Secondary end point analysis. The observed mean
± SD increase in SHS erosion score at 1 year was 0.6 ± 1.7,
0.7 ± 1.3, and 0.7 ± 1.2 for the HDP, LDP, and placebo groups,

Patients screened 450 

Ineligible 55

Did not meet eligibility criteria 29

Withdrew consent 26

Included in modified intention-to-treat analysis 125 124 126

Randomized 395 High dose 132Placebo 132 Low dose 131

Included in safety analysis 130 127 130

Did not start taking study medication * 2 4 2

Excluded *# 5 3 4

Symptom duration > 3 years 1 - -

Pre-treated with methotrexate 1 2 -

Unconfirmed diagnosis - 1 1

Without any radiograph 3 - 3

Dropouts in 12-week intervention period 7 8 0

Lost to follow-up 4 6 -

Withdrew consent 3 2 -

Dropouts in 40-week observation period 3 6 6  

Lost to follow-up 2 5 6

Withdrew consent - 1 -

Death 1 - -

Intake of less than 80% of study medication 27 13 11

Missing SHS score at baseline or study end 6 8 6

Low-dose therapy started at 10 mg prednisolone, and high-dose therapy started at 60 mg prednisolone. SHS modified Sharp van
der Heijde;

* Exclusion according to the International Council for Harmonisation of Technical Requirements for Pharmaceuticals for Human Use

E9 guideline (ICH E9) guideline (24). #  Eligibility violations or no information on the primary endpoint.

Included in per protocol analysis 82 89 103

Figure 1. Trial profile.
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respectively (Table 2). The corresponding estimated difference
of HDP versus placebo was –0.2 (95% CI –0.5, 0.2). Further
details on the radiographic change are presented in Supplemen-
tary Appendix S5.

Results on other secondary end points are shown in Table 3
and Figure 2. In summary, the course of disease activity (accord-
ing to the DAS28-ESR and patient assessment) and pain revealed
benefits of both prednisolone schedules over placebo until week

Table 1. Baseline characteristics of the study participants with active early rheumatoid arthritis (modified intention-
to-treat population)*

Missing
values

Placebo group
(n = 125)

Low-dose
group

(n = 124)

High-dose
group

(n = 126)

Age, years 0 58 ± 11 59 ± 12 57 ± 13
Female, no. (%) 0 64 (51) 75 (61) 79 (63)
Symptom duration, weeks 0 25 ± 29 23 ± 25 26 ± 27
MTX pretreatment within 4 weeks
before baseline, no. (%)†

1 3 (2.4) 7 (5.6) 9 (7.1)

Rheumatoid factor positivity, no. (%) 4 63 (51) 70 (57) 72 (58)
ACPA positive, no. (%) 22 65 (53) 56 (50) 64 (54)
No. swollen joints (range 0–28) 0 13 ± 6.7 13 ± 6.7 13 ± 6.8
No. tender joints (range 0–28) 0 14 ± 7.3 15 ± 7.6 14 ± 7.9
ESR, mm/hour 3 29 ± 23 34 ± 24 37 ± 27
CRP, mg/liter 0 1.5 ± 2.0 2.2 ± 3.7 3.0 ± 3.5
DAS28-ESR score 1 6.0 ± 1.1 6.1 ± 1.1 6.0 ± 1.2
CDAI score 0 40 ± 14 40 ± 15 39 ± 16
Total SHS score 20 5.5 ± 8.4 4.7 ± 8.0 4.5 ± 5.2
SHS erosion score 20 2.1 ± 3.5 2.1 ± 5.2 2.1 ± 3.4
Physician assessment of disease activity
score (NRS range 0–10)

0 6.4 ± 1.5 6.5 ± 1.7 6.6 ± 1.8

Patient assessment of disease activity score
(NRS range 0–10)

0 6.0 ± 1.8 5.7 ± 2.1 5.9 ± 2.2

Patient assessment of pain score (NRS range 0–10) 3 6.4 ± 1.9 6.2 ± 2.1 6.5 ± 2.0
Patient global assessment score (NRS range 0–10) 6 5.9 ± 1.9 5.8 ± 2.1 6.2 ± 1.9
Patient assessment of fatigue score (NRS range 0–10) 5 4.6 ± 3.2 4.8 ± 2.8 5.4 ± 2.8
Patient assessment of sleep disorder score
(NRS range 0–10)

4 4.9 ± 3.4 5.2 ± 3.4 5.3 ± 3.4

Hannover score of physical
functioning (range 0–100)‡

4 73 ± 18 69 ± 20 70 ± 21

* Except where indicated otherwise, values are the mean ± SD. Low-dose therapy started at 10 mg prednisolone,
and high-dose therapy started at 60 mg prednisolone. Higher values on the numerical rating scale (NRS) indicate
worse status. ACPA = anti–citrullinated peptide antibody; CRP = C-reactive protein; DAS28-ESR = Disease Activity
Score in 28 joints using the erythrocyte sedimentation rate; CDAI = Clinical Disease Activity Index; SHS = modified
Sharp/van der Heijde score.
† Pretreatment with disease-modifying antirheumatic drugs (DMARDs) within the 4 weeks before baseline: 25
patients overall, 19 with methotrexate (MTX), 5 with hydroxychloroquine, and 7 with sulfasalazine (combination
of DMARDs in 4 patients).
‡ Higher values indicate better functioning.

Table 2. Modified SHS scores of radiographic damage at week 0 and week 52 in patients with active early
rheumatoid arthritis*

Baseline (week 0) Week 52

Placebo
group

Low-dose
group

High-dose
group

Placebo
group

Low-dose
group

High-dose
group

Total SHS score 5.4 ± 8.3 4.7 ± 7.9 4.5 ± 5.2 6.6 ± 8.9 5.8 ± 9.7 5.4 ± 6.5
SHS erosion score 2.0 ± 3.4 2.2 ± 5.1 2.0 ± 3.3 2.8 ± 3.8 2.8 ± 6.0 2.6 ± 4.3
SHS JSN score 3.4 ± 5.6 2.5 ± 3.7 2.4 ± 2.9 3.8 ± 5.9 3.0 ± 4.6 2.8 ± 3.4
Change in total SHS score – – – 1.1 ± 1.5 1.1 ± 2.2 1.0 ± 2.0
Change in SHS erosion score – – – 0.7 ± 1.2 0.7 ± 1.3 0.6 ± 1.7
Change in SHS JSN score – – – 0.4 ± 0.8 0.4 ± 1.3 0.4 ± 0.9
Total SHS score >0, no. (%) 100 (80) 99 (80) 95 (75) 115 (92) 103 (83) 102 (81)
Change in total SHS score >0.5, no. (%) – – – 67 (54) 57 (46) 53 (42)
Change in total SHS score, SDD >1.9, no. (%) – – – 31 (25) 22 (18) 18 (14)

* Descriptive analysis of imputed data. Except where indicated otherwise, values are the mean ± SD. Low-dose
therapy started at 10 mg prednisolone, and high-dose therapy started at 60 mg prednisolone. SHS = Sharp/van
der Heijde score; JSN = joint space narrowing; SDD = smallest detectable difference.
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12, but not at week 24 or 52. Physical functioning was better, and
the proportion of patients in Boolean remission was higher for
both prednisolone schedules compared to placebo at week
12, but not thereafter. The same was true for physician assess-
ment of disease activity, patient global assessment, patient
assessment of fatigue, and patient assessment of sleep disor-
ders. Detailed tables for all visits and the course of additional sec-
ondary end points (tender/swollen joints, ESR, CRP) are
presented in Supplementary Appendix S6 (https://onlinelibrary.
wiley.com/doi/10.1002/art.42245).

Concomitant medication. The number of patients with
GC joint injections during the first 12 weeks was 11 (8.7%) in the
HDP group, 10 (8.5%) in the LDP group, and 27 (23%) in the pla-
cebo group (odds ratio [OR] 0.3 [95% CI 0.1, 0.8] for HDP versus
placebo; OR 0.3 [95% CI 0.1, 0.8] for LDP versus placebo). The
mean cumulative triamcinolone dose was 10 mg in the placebo
group compared to 2.5 mg in the LDP group (mean cumulative
oral prednisolone dose 606 mg) and 3.4 mg in the HDP group
(mean cumulative oral prednisolone dose 1,387 mg).

The oral prednisolone dose in the 40-week follow-up period,
which was left to the discretion of the physicians and the
patients, did not differ between the groups. For cumulative GC
doses see Supplementary Appendix S6.2. Concerning the
12-week intervention period, there was no significant difference
in MTX dose either. During the study, 15% of the patients
switched to or added another csDMARD. Eleven patients (3%)
started treatment with a biologic drug during the observation
period, 3 patients from the HDP group, 3 from the LDP group,

and 5 from the placebo group (for details on medication, see
Supplementary Appendix S6.3).

Safety. In the safety analysis population, 239 patients (62%)
had 758 AEs during the whole study period. There were no signif-
icant group differences for the predefined AE “high intraocular
pressure,” the MedDRA system organ class “infections or
infestations,” or SRAE. There were significant differences with
regard to the AE “increased HbA1c” (n = 9 [6.9%] in the HDP
group, n = 2 [1.6%] in the LDP group, n = 3 [2.3%] in the placebo
group) in the HDP group (P = 0.04), with 1 patient newly
diagnosed as having diabetes mellitus. For details on AEs see
Supplementary Appendix S7.1 (https://onlinelibrary.wiley.com/
doi/10.1002/art.42245). Results of the DXA measurements
showed no significant differences between the treatment groups
(Supplementary Appendix S7.2). One participant, assigned to
the placebo group, died more than 30 days after the intervention
period (the cause of death could not be elucidated).

Exploratory post hoc analyses of radiographic
change. An additional analysis of the total modified SHS score
was carried out in the per-protocol population for the differences
in the adjusted mean change in total modified SHS score in the
HDP group versus placebo group, LDP group versus placebo
group, and HDP group versus LDP group at 1 year. All 95% CIs
fell between –0.7 and 0.6 for total SHS score. The results were
comparable in the exploratory post hoc analysis of the differences
in adjusted mean change in erosion score. Results are presented
in Figure 3 and Supplementary Appendix S5.

Table 3. Secondary clinical end points at week 12 in patients with active early rheumatoid arthritis*

Observed score at week 12, mean ± SD Estimated difference in score (95% CI)

Placebo
group

Low-dose
group

High-dose
group P†

Low-dose vs.
placebo

High-dose vs.
placebo

High-dose vs.
low-dose

DAS28-ESR 3.6 ± 1.4 2.8 ± 1.2 3.1 ± 1.3 <0.01 −0.8 (−1.2, −0.5) −0.6 (−1.0, −0.2) 0.2 (−0.1, 0.6)
Physician assessment of
disease activity score
(NRS range 0–10)

2.9 ± 2.0 1.7 ± 1.6 2.0 ± 1.7 <0.01 −1.2 (−1.7, −0.7) −0.9 (−1.5, −0.4) 0.3 (−0.3, 0.8)

Patient assessment of
disease activity score
(NRS range 0–10)

3.8 ± 2.2 2.9 ± 2.5 3.2 ± 2.4 <0.01 −1.0 (−1.7, −0.2) −0.6 (−1.3, 0.1) 0.3 (−0.4, 1.1)

Patient assessment of pain
score (NRS range 0–10)

3.6 ± 2.2 2.5 ± 2.2 2.8 ± 2.3 <0.01 −1.1 (−1.8, −0.4) −0.8 (−1.5, −0.2) 0.3 (−0.4, 1.0)

Patient global assessment
score (NRS range 0–10)

3.8 ± 2.0 2.9 ± 2.1 3.4 ± 2.4 <0.01 −1.0 (−1.7, −0.3) −0.5 (−1.2, 0.1) 0.5 (−0.2, 1.1)

Patient assessment of fatigue
score (NRS range 0–10)

3.5 ± 2.7 2.7 ± 2.6 3.0 ± 2.6 0.012 −0.8 (−1.6, −0.1) −0.8 (−1.6, −0.04) 0.04 (−0.7, 0.8)

Patient assessment of
sleep disorders score
(NRS range 0–10)

3.4 ± 3.1 2.6 ± 2.7 2.5 ± 2.7 0.01 −0.9 (−1.8, −0.1) −1.0 (−1.9, −0.2) −0.1 (−1.0, 0.7)

Hannover score of physical
functioning (range 0–100)‡

81.7 ± 15.3 85.9 ± 16.0 85.1 ± 17.0 0.01 5.5 (1.1, 9.8) 4.9 (0.6, 9.1) −0.6 (−4.9, 3.7)

* Low-dose therapy started at 10 mg prednisolone, and high-dose therapy started at 60 mg prednisolone. Higher values on the NRS indicate
worse status. See Table 1 for definitions.
† Based on a 3-group comparison of mean change from baseline to week 12.
‡ Higher values indicate better functioning.
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DISCUSSION

This study was designed to test the paradigm of a disease-
modifying effect of high- and low-dose short-term GC bridging in
patients with early RA who were treated with MTX, according to
a tight-control treat-to-target approach. The first analysis of the
hierarchical 3-step design did not show superiority of the high-
dose prednisolone schedule over placebo in terms of structural
joint damage. An exploratory post hoc comparison of the 3 treat-
ment groups suggests that the 1-year radiographic change in the
placebo group was not different from the prednisolone bridging
groups.

This result is in some contrast to the paradigm of a disease-
modifying efficacy of GCs in the treatment of RA, first shown in
1995 for long-term use of low-dose GCs (4) and confirmed
2 years later for a high-dose prednisolone schedule tapered and
stopped after 28 weeks in early RA (as observed in the Combina-
tietherapie Bij Reumatoïde Artritis [COBRA] study) (7).

However, there are important differences in the design of the
COBRA trial and our study. The initial dosage of MTX was higher
and the intervention period was shorter in our study. In the
COBRA study, the cumulative prednisolone dose administered
over 28 weeks was 2,345 mg compared to 1,435 mg in the
HDP group in our study and 630 mg in the LDP group given over
12 weeks.

The tight-control treat-to-target strategy (14) has substan-
tially changed the course of RA, including the burden of structural
joint damage which has decreased considerably over the last
20 years. In 2 UK inception cohorts (1986–2001 and 2002–
2013) the mean annual increase in SHS score fell from 6.9 to 2.5
units (26). The annual radiographic change reported in 1997 for
COBRA (7) was 5.6 SHS units in the high-dose prednisolone
group, compared to 0.49 units in the COBRA-light trial reported
in 2015 (9). In other studies, even lower prednisolone dosages in
bridging schedules have resulted in only small SHS score
changes (27). Similar results have been reported for low-risk
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Figure 3. Exploratory post hoc analysis of differences in the adjusted mean change in total modified Sharp/van der Heijde (SHS) radiographic
damage scores and erosion scores between treatment groups, with Tukey’s adjusted confidence intervals, in the per-protocol population at 1
year. Dashed red lines indicate “no difference” in the total score between groups.
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patients receiving MTX in a tight-control step-up schedule without
prednisolone bridging (28). This general decrease in structural
joint damage may be explained in part by modern treatment strat-
egies and earlier intervention (29), but this hypothesis has not
been formally proven and may not explain all differences.

In our study, rescue therapy with intraarticular injections of
triamcinolone were allowed at the physicians’ discretion, similar
to other RA trials (30). During the intervention period, these were
used in 9% of patients in the GC groups but in 23% of patients
in the placebo group. Intraarticular GC injections may effectively
control disease activity, as shown in the Optimized Treatment
Algorithm for Patients With Early RA (OPERA) trial (31). Thus, the
2.5-fold proportion of patients with intraarticular injections in the
placebo group might have reduced the difference of the GC effect
between the groups. However, this effect reduction is likely to
be very small, as the mean cumulative GC dose attributable
to intraarticular triamcinolone in the placebo group during the
intervention period was as low as 2% of the mean cumulative
GC dose of study medication in the LDP group and 1% in the
HDP group.

In contrast to the comparability in structural joint damage,
the differences in disease activity outcomes between the GC
groups and the placebo group at the end of the 12-week inter-
vention period were significant, comparable to the results from
the Steroid Elimination in RA (SEMIRA) trial (32). This was
also true for the proportions of Boolean remission and DAS28-
ESR–defined minimal disease activity for both prednisolone
schedules over placebo until week 12 (Supplementary Appendix
S6.1, https://onlinelibrary.wiley.com/doi/10.1002/art.42245).
However, the noticeable difference in disease activity at the end
of the intervention period did not result in differences in radio-
graphic change at 12 months, nor in differences in disease activ-
ity at weeks 26 and 52. The course of the patient-reported
secondary outcome measures like physical functioning, disease
activity, pain, fatigue, and sleep disorders was similar, with better
improvements in the GC groups within the first few weeks of
treatment.

Regarding safety issues, there was a numerically increased
amount of AEs and SRAEs in patients receiving HDP. However,
only the number of patients with increased HbA1c values was
significantly higher in the HDP group (with 1 newly diagnosed
as having diabetes mellitus) compared to the other groups.
Other important short-term or long-term safety issues
(e.g., the number of vascular disorders, infections, or the course
of the DXA findings) did not show significant differences
between the GC groups and the placebo group. This was simi-
lar in other studies (28). The rapid reduction of signs and symp-
toms of the disease as suggested by the secondary outcome
measures and the long-term safety profile are important
aspects to consider during shared decision-making when dis-
cussing with the patient whether GC bridging should be
initiated.

A strength of this study is the inclusion of a placebo group
that enabled evaluation of the efficacy of the 2 prednisolone bridg-
ing schedules, although it may have been somewhat mitigated by
the use of intraarticular GC injections. The short-term administra-
tion of prednisolone allowed for evaluation of the EULAR
recommendations.

A limitation of our study is the number of missing values in the
modified intention-to-treat population that caused imputations. We
addressed this weakness by performing sensitivity analyses that
yielded comparable results. The handover of the study medication
was actually performed in a double-blind manner. Of course, a
rapid clinical effect or side effects might have triggered reasonable
guesses of the patient concerning the group assignment. The
patients of the placebo group were more often male, had lower
ESR and lower CRP levels at baseline than those in the GC groups,
and had a slightly higher weekly MTX dose in the course of the
study. This might introduce some bias, as all these parameters
are known to be associated with a less aggressive disease course
and a smaller radiographic progression. However, an additional
sensitivity analysis with adjustment for sex, ESR, CRP level, and
MTX showed comparable results. The different use of intraarticular
injections in the GC groups and the placebo group may have
biased the results. A sensitivity analysis excluding patients with
intraarticular GC-injections did not show different results.

In summary, if one decides to use short-term GC bridging,
no benefits to the structural outcome can be expected. The
shared decision of patient and physician on the use of GCs in
the treatment of early RA should take this into account.
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Clinical images: Granulomatosis with polyangiitis and transthyretin-related amyloidosis

The patient, a 62-year-old man, was admitted with acute inflammation, arthralgia, and fever. Laboratory tests indicated elevated
C-reactive protein, leukocytosis with left shift, slight elevation of transaminase, and serum negativity for rheumatoid factor, anti–cyclic
citrullinated peptide, and antineutrophil cytoplasmic antibodies. Computed tomography (CT) of the abdomen showed bilateral pyelone-
phritis. The patient was started on antibiotics, but after lack of response, this was changed to prednisolone, leading to rapid improvement
and treatment phase out. Four weeks after first admission, the patient presented with new-onset sinusitis, cephalgia, and pharyngitis,
clearly indicating another humoral inflammatory reaction. CT of the paranasal sinuses revealed polypoid chronic inflammatory mucosal
swelling of both maxillary sinuses (A, arrow). Histologic analysis revealed necrotizing vasculitis, partly containing giant cells and granulo-
cytes, which confirmed a diagnosis of granulomatosis with polyangiitis (GPA). The patient was started on systemic immunosuppressive
therapy with prednisolone and methotrexate, which quickly led to remission. Further histologic analysis revealed pronounced amyloid
deposits immunohistochemically positive for the transthyretin (TTR) subtype (B, arrows). A mutation in the gene encoding TTR (p.-
Arg54Gly) was confirmed. Subsequent 99mTc-3,3-diphosphono-1,2-propanodicarboxylic acid scintigraphy showed cardiac involvement
by nuclide enhancement of the entire myocardium (C, arrow). The patient had pronounced muscle weakness and gait ataxia. Electroneur-
ography confirmed mild sensorimotor mixed axonal–demyelinating polyneuropathy of the lower extremities. Congo red staining of the
sural nerve indicated TTR deposits in the endoneurium (D, arrows). The patient was started on siRNA-based therapy with patisiran. This
case is a rare coincidence of both TTR-related amyloidosis and GPA involving the upper respiratory tract, heart, and peripheral nerves.
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Genetic Liability to Rheumatoid Arthritis in Relation to
Coronary Artery Disease and Stroke Risk

Shuai Yuan,1 Paul Carter,2 Amy M. Mason,2 Fangkun Yang,3 Stephen Burgess,2 and Susanna C. Larsson4

Objective. To assess the causality of the associations of rheumatoid arthritis (RA) with coronary artery disease
(CAD) and stroke using the Mendelian randomization approach.

Methods. Independent single-nucleotide polymorphisms strongly associated with RA (n = 70) were selected as
instrumental variables from a genome-wide association meta-analysis including 14,361 RA patients and 43,923
controls of European ancestry. Summary-level data for CAD, all stroke, any ischemic stroke and its subtypes,
intracerebral hemorrhage (ICH), and subarachnoid hemorrhage were obtained from meta-analyses of genetic studies,
international genetic consortia, the UK Biobank, and the FinnGen consortium. We obtained summary-level data for
common cardiovascular risk factors and related inflammatory biomarkers to assess possible mechanisms.

Results. Genetic liability to RA was associated with an increased risk of CAD and ICH. For a 1-unit increase in log
odds of RA, the combined odds ratios were 1.02 (95% confidence interval [1.01, 1.03]; P = 0.003) for CAD and 1.05
(95% confidence interval [1.02, 1.08]; P = 0.001) for ICH. Genetic liability to RA was associated with increased levels
of tumor necrosis factor and C-reactive protein (CRP). The association with CAD was attenuated after adjustment for
genetically predicted CRP levels. There were no associations of genetic liability to RA with the other studied outcomes.

Conclusion. This study found that genetic liability to RA was associated with an increased risk of CAD and ICH and
that the association with CAD might be mediated by CRP. The heightened cardiovascular risk should be actively
monitored and managed in RA patients, and this may include dampening systemic inflammation.

INTRODUCTION

Rheumatoid arthritis (RA) is the most common autoimmune
arthritis, with a prevalence of 1%, and cardiovascular disease
(CVD) is the leading cause of mortality worldwide (1,2). Interest-

ingly, CVD risk is substantially increased in RA and to a similar
extent as other established risk factors such as diabetes mellitus
(3). In meta-analyses, both cardiovascular morbidity and mortality
have been found to be 1.5-fold elevated in RA compared to the

general population (4,5). The reasons for this remain poorly
understood but may relate to shared risk factors (e.g., obesity
and smoking) or an influence of RA on traditional cardiovascular
risk factors (e.g., side effects of antirheumatic therapies or

reduced physical activity due to pain). Importantly though, tradi-
tional risk factors do not fully explain the augmented CVD risk in
RA, and observational studies suggest that RA may be a novel
and independent risk factor for coronary disease (6–9). CVD and
RA have overlapping pathophysiologic mechanisms which may
contribute, such as systemic inflammation, with cytokines raised
in RA known to be important in driving atherosclerotic diseases
(10). Consistent with this, systemic markers of inflammation are
associated with cardiovascular risk in RA (11,12). However, previ-
ous observational studies may have been limited by residual con-
founding or reverse causality. As such, whether RA is an
independent and causal risk factor for CVDs and cardiometabolic
risk factors remains equivocal.

The views expressed are those of the author(s) and not necessarily those
of the NIHR or the Department of Health and Social Care.

Supported by the Swedish Heart-Lung Foundation (Hjärt-Lungfonden,
grant 20210351), the Swedish Research Council for Health, Working Life and
Welfare (Forte, grant 2018-00123), the Swedish Research Council
(Vetenskapsrådet, grant 2019-00977), the United Kingdom Research and
Innovation Medical Research Council (grant MC_UU_00002/7), the British
Heart Foundation (grants RG/13/13/30194 and RG/18/13/33946), and NIHR
Cambridge Biomedical Research Centre. Dr. Mason’s work was supported
by the EU/EFPIA Innovative Medicines Initiative Joint Undertaking BigData@
Heart (grant 116074). Dr. Burgess’s work was supported by a Sir Henry Dale
Fellowship jointly funded by the Wellcome Trust and the Royal Society (grant
204623/Z/16/Z).

Drs. Yuan and Carter contributed equally to this work.

1Shuai Yuan, B.Med, MMedSc: Karolinska Institutet, Stockholm, Sweden;
2Paul Carter, MBChB, Amy M. Mason, PhD, Stephen Burgess, PhD: University
of Cambridge, Cambridge, UK; 3Fangkun Yang, MD: Ningbo First Hospital
and Zhejiang University, Ningbo, China; 4Susanna C. Larsson, PhD:
Karolinska Institutet, Stockholm, Sweden, and Uppsala University, Uppsala,
Sweden.

Author disclosures are available at https://onlinelibrary.wiley.com/action/
downloadSupplement?doi=10.1002%2Fart.42239&file=art42239-sup-0001-
Disclosureform.pdf.

Address correspondence to Susanna C. Larsson, PhD, Institute of Environ-
mental Medicine, Karolinska Institutet, Nobelsväg 13, Stockholm, 17 177,
Sweden. Email: susanna.larsson@ki.se.

Submitted for publication December 9, 2021; accepted in revised form
May 12, 2022.

1638

Arthritis & Rheumatology
Vol. 74, No. 10, October 2022, pp 1638–1647
DOI 10.1002/art.42239
© 2022 The Authors. Arthritis & Rheumatology published by Wiley Periodicals LLC on behalf of American College of Rheumatology.
This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and
reproduction in any medium, provided the original work is properly cited.

https://orcid.org/0000-0001-5055-5627
https://orcid.org/0000-0003-0118-0341
https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fart.42239&#x00026;file=art42239-sup-0001-Disclosureform.pdf
https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fart.42239&#x00026;file=art42239-sup-0001-Disclosureform.pdf
https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fart.42239&#x00026;file=art42239-sup-0001-Disclosureform.pdf
mailto:susanna.larsson@ki.se
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fart.42239&domain=pdf&date_stamp=2022-08-17


Mendelian randomization (MR) analysis is an epidemiologic
approach that can strengthen causal inference by using genetic
variants as instrumental variables for the exposure (13). The
method can minimize the influence of residual confounding, since
genetic variants are randomly distributed at conception and are
therefore unrelated to self-adopted lifestyle and environmental
confounders (13). In addition, the method can diminish reverse
causality because the germline genotype cannot be modified by
the onset and progression of the disease (13). Here, we con-
ducted a 2-sample MR study to examine the associations of
genetic predisposition to RA with coronary artery disease (CAD),
stroke, and its subtypes and cardiometabolic risk factors. We
aimed to provide important evidence regarding the causal role of
RA in causing a range of CVD and whether this could be through
influencing traditional risk factors or systemic inflammation.

MATERIALS AND METHODS

Study design. We first examined the genetic correlations
and MR associations of genetic predisposition to RA with CAD
and stroke and its subtypes. To assess potential mechanisms, we
investigated the associations of genetic predisposition to RA with
common cardiovascular risk factors and related inflammatory bio-
markers. We then conducted multivariable MR analysis to examine
the mediation effects of RA-associated factors in the associations
between genetic predisposition to RA and the cardiovascular end
points. This study was based on summary-level data from interna-
tional consortia, the UK Biobank, and the FinnGen consortium. All
included studies had obtained ethical permits from corresponding
ethics committees. The UK Biobank received ethical permits from
the North West Multi-centre Research Ethics Committee, the
National Information Governance Board for Health and Social Care
in England and Wales, and the Community Health Index Advisory
Group in Scotland. All participants provided written informed con-
sent. The present MR analyses were approved by the Swedish Eth-
ical Review Authority (no. 2019-02793). This study was conducted
in accordance with the MR guideline (14).

Instrumental variable selection. Single-nucleotide poly-
morphisms (SNPs) strongly associated with RA (P < 5 × 10−8) were
obtained from a genome-wide association meta-analysis that
included 14,361 RA patients and 43,923 controls of European
ancestry (15). All RA cases were defined by the 1987 criteria of the
American College of Rheumatology for RA diagnosis (16) or by a
rheumatologist (15). Linkage disequilibrium in selected SNPs was
estimated using the 1000 Genomes European reference panel.
SNPs in high linkage disequilibrium (r2 > 0.01 or clump windows
<10,000 kb) were excluded, and the SNP with the lowest P value
for the genome-wide association with RA was retained. A total of
70 independent SNPs with beta and SE coefficients scaled to log-
transformed odds of RA were used as instrumental variables
(Supplementary Table 1, on the Arthritis & Rheumatology website

at https://onlinelibrary.wiley.com/doi/10.1002/art.42239). To pro-
vide estimates with a more intuitive interpretation, we estimated
absolute genetic associations with RA using linear regression and
used these summary-level data for SNP–RA associations in a sup-
plementary analysis (Supplementary Table 1). This enables the cal-
culation of MR estimates that represent odds ratios (ORs) for the
studied CVDs per 1% increase in the absolute probability of
RA. Genetic associations were estimated in participants of genetic
European descent in the UK Biobank. The outcome was defined
using electronic health records and International Classification of
Diseases codes (ICD-9 714.0, ICD-10: M05 or M06). Linear regres-
sion was performed with adjustment for age, sex, and 10 genomic
principal components.

Data sources for outcomes. Summary-level data for the
associations of RA-associated SNPs with CAD, all stroke, any
ischemic stroke and its subtypes, ICH, and subarachnoid hemor-
rhage were obtained frommeta-analyses of genetic studies, inter-
national genetic consortia (17–20), the UK Biobank, and the
FinnGen consortium (21). There was minimal sample overlap
between the exposure and outcome data sets. Detailed informa-
tion, including case and control number and covariates adjusted
for in the genome-wide association analysis, is shown in Table 1.
The associations of RA-associated SNPs with the above out-
comes are presented in Supplementary Table 2 (https://
onlinelibrary.wiley.com/doi/10.1002/art.42239).

Data sources for cardiovascular risk factors, inflam-
matory biomarkers, and inflammatory bowel disease
(IBD). We obtained summary-level data for cardiovascular risk
factors (including body mass index [22], blood pressure [23],
fasting glucose and insulin [24], high-density and low-density lipo-
protein cholesterol and triglyceride [25], smoking initiation [26],
and moderate-to-vigorous physical activity [the Neale Lab data,
http://www.nealelab.is/uk-biobank] and inflammatory biomarkers
such as interleukin-6 [IL-6] [27], tumor necrosis factor [TNF] [27],
and C-reactive protein [CRP] [28]) from international consortia and
the UK Biobank (the Neale Lab data). Summary-level data on IBD
were obtained from a genome-wide association meta-analysis
study including 59,957 individuals of European descent (29).
Detailed information on the studies used are shown in Supplemen-
tary Table 3 (https://onlinelibrary.wiley.com/doi/10.1002/art.42239).

Genetic correlation analysis. Genome-wide pairwise
correlations between RA and studied CVD outcomes based on
consortia data were estimated using linkage disequilibrium score
regression (LDSC) that leverages genome-wide association anal-
ysis summary-level data and linkage disequilibrium to estimate
genetic correlation (30). This method estimates universal genetic
correlation by measuring correlation of effect size between SNP
exposure and SNP outcome associations across all genetic vari-
ants in the genome. A genetic correlation (rg) of >0.7 was deemed
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a strong correlation. P values less than 0.006 (0.05 for 8 out-
comes) was treated as significant in LDSC analysis.

Statistical analysis. We aligned the SNPs based on allele
letter and allele frequency. SNPs that were missing in the out-
come data sets were replaced by proxy SNPs, which were
searched in https://ldlink.nci.nih.gov/ by implementing a setting
of r2 > 0.8 and using European populations as reference groups.
Missing SNPs without proxies were excluded from the analysis.
We searched phenotypes associated with RA-associated SNPs
at the genome-wide significance level in PhenoScanner V2, a
database of human genotype–phenotype associations (31).

The inverse variance–weighted method under the multiplica-
tive random effects model was used as the main method to calcu-
late the associations of genetic liability to RA with cardiovascular
outcomes, cardiovascular risk factors, and inflammatory bio-
markers. This method can provide the most precise estimate; how-
ever, it is sensitive to horizontal pleiotropy and outliers. Several

sensitivity analyses, including the weighted median (32), MR-Egger
(33), MR-PRESSO (34), and contamination mixture (35) methods,
were used to examine the consistency of results and detect and
correct for horizontal pleiotropy. The weighted median analysis
can provide consistent causal estimates, given that more than half
of weight derives from valid SNPs (32). The MR-Egger regression
can detect the horizontal pleiotropy by its intercept test and provide
estimates after correcting for pleiotropic effects; however, the anal-
ysis is less powerful for most scenarios (33). In a comparative
study, power to detect causal effect is usually greater for the inverse
variance–weighted method compared to the MR-Egger method in
scenarios of different status of pleiotropy and satisfaction of the
Instrument Strength Independent of Direct Effect assumption (33).
The MR-PRESSOmethod can also correct for horizontal pleiotropy
by identifying and removing outlying SNPs (34). The contamination
mixture method is good at analysis based on multiple genetic
instruments and can generate causal estimates even when instru-
ments contain invalid SNPs (35).

Table 1. Included studies and consortia*

Data source/outcome Outcome Ancestry
No. of
patients

No. of
controls Adjustments in the GWAS

CARDIoGRAMplusC4D and
UKBB

CAD Mixed 122,733 424,528 Not reported
MEGASTROKE consortium

All stroke European 40,585 406,111 Age and sex
Any ischemic stroke European 34,217 406,111 Age and sex
Large artery stroke European 3,373 406,111 Age and sex
Small vessel stroke European 5,386 406,111 Age and sex
Cardioembolic stroke European 7,193 406,111 Age and sex

ISGC
Intracerebral hemorrhage

European 3,223 3,725 Age, sex, and principal components

GWAS by Bakker et al
Subarachnoid

hemorrhage

European 5,140 71,952 Not reported

UKBB
All stroke European 12,036 355,525 Age, sex, and 10 genetic principal

components
Any ischemic stroke European 6,566 360,995 Age, sex, and 10 genetic principal

components
Intracerebral hemorrhage European 1,504 366,057 Age, sex, and 10 genetic principal

components
Subarachnoid
hemorrhage

European 1,292 366,269 Age, sex, and 10 genetic principal
components

FinnGen consortium
CAD European 30,952 187,840 Age, sex, first 10 genetic principal

components, and genotyping batch
All stroke European 18,661 166,201 Age, sex, first 10 genetic principal

components, and genotyping batch
Any ischemic stroke European 10,551 202,223 Age, sex, first 10 genetic principal

components, and genotyping batch
Intracerebral hemorrhage European 1,687 201,146 Age, sex, first 10 genetic principal

components, and genotyping batch
Subarachnoid
hemorrhage

European 1,338 201,230 Age, sex, first 10 genetic principal
components, and genotyping batch

* GWAS = genome-wide association study; CARDIoGRAMplusC4D = Coronary Artery Disease Genome-wide Replication
and Meta-analysis plus The Coronary Artery Disease Genetics consortium; UKBB = UK Biobank; CAD = coronary artery
disease; ISGC = International Stroke Genetic Consortium.
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In addition, we used scatter plots to visualize the heterogene-
ity in estimates of the SNPs used and to determine whether the
association was driven by certain SNPs. Estimates from different
data sets, but for the same CVD, were combined using the fixed-
effects meta-analysis method in which study-specific estimates
were weighted based on the amount of information captured by
that study (i.e., more weight was given to a large study with many
patients than a small study with few patients). Given that the HLA
gene regions are shared by RA and other autoimmune disorders
(36), we performed a sensitivity analysis after removal of SNPs in
these gene regions (including HLA–A, HLA–B, HLA–C, HLA–
DPA1, HLA–DPB1, HLA–DQA1, HLA–DQB1, HLA–DRA, HLA–
DRB1, and HLA–DRB3). We used the multivariable MR analysis
to estimate the mediation effects of RA-associated factors in the
associations between RA and cardiovascular outcomes. The mul-
tivariable MR analysis was based on the same set of genetic
instruments (SNPs for RA), and the model was based on
summary-level beta coefficients and the corresponding standard
error for RA, the outcome, and the mediator. In addition, we con-
ducted a multivariable MR analysis to adjust for genetic liability to
IBD (a common autoimmune disease) to minimize its influence.
Likewise, this analysis used the same genetic variants as the main
analysis, and MR estimates were obtained from a multivariable
inverse variance–weighted analysis on the association between

genetic liability to RA with a CVD outcome with adjustment for
genetic liability to IBD.

Cochran’s Q statistic and P value for MR-Egger intercept
were used to assess the heterogeneity and horizontal pleiotropy,
respectively. The Bonferroni correction was used to account for
multiple testing in examining the association between RA and
CVDs. Associations with a P value less than 0.006 (0.05 for 8 out-
comes) were deemed significant in order to correct for multiple
testing. All tests were 2-sided and were conducted using the
TwoSampleMR and MendelianRandomization package (37,38).

RESULTS

Results of the search in PhenoScanner V2 are presented in
Supplementary Table 4 (https://onlinelibrary.wiley.com/doi/
10.1002/art.42239). Several RA-associated SNPs were found to
be associated with other autoimmune diseases, including IBD,
systemic lupus erythematosus, and type 1 diabetes, at the
genome-wide significance levels. A few other traits, such as
immune cells, were identified to be associated with the SNPs that
were used. There were few strong genetic correlations between
RA and the studied cardiovascular outcomes (Supplementary
Table 5, https://onlinelibrary.wiley.com/doi/10.1002/art.42239).

Figure 1. Associations of genetic liability to rheumatoid arthritis with coronary artery disease and stroke. OR = odds ratio; 95% CI = 95% confi-
dence interval; CARDIoGRAMplusC4D = Coronary Artery Disease Genome-wide Replication and Meta-analysis plus The Coronary Artery Disease
Genetics consortium; UKBB = UK Biobank; ISGC = International Stroke Genetic Consortium; GWAS = genome-wide association study.
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RA showed a weak significant association with overall stroke
(rg = 0.20; P = 0.003).

Genetic liability to RA was associated with an increased risk
of CAD and ICH (Figure 1) consistently across sources. For a

1-unit increase in log odds of RA, the combined odds ratios
(ORs) were 1.02 (95% confidence interval [95% CI] 1.01, 1.03;
P = 0.003) for CAD and 1.05 (95% CI 1.02, 1.08; P = 0.001)
for ICH. The results were stable in all sensitivity analyses

Figure 2. Scatter plots of associations with coronary artery disease and intracerebral hemorrhage. SNP = single-nucleotide polymorphism;
CARDIoGRAMplusC4D = Coronary Artery Disease Genome-wide Replication and Meta-analysis plus The Coronary Artery Disease Genetics con-
sortium; MR = Mendelian randomization.

Figure 3. Associations of genetic liability to rheumatoid arthritis with cardiometabolic risk factors and inflammatory cytokines. 95% CI = 95%
confidence interval.
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(Supplementary Table 6, https://onlinelibrary.wiley.com/doi/
10.1002/art.42239). In a supplementary analysis in which esti-
mates for the CVD outcomes were scaled per 1% increase in
genetic liability to RA on the risk difference scale, the OR was
1.03 (95% CI 1.01, 1.05) for CAD and 1.06 (95% CI, 1.01, 1.11)
for ICH (Supplementary Table 7, https://onlinelibrary.wiley.com/
doi/10.1002/art.42239).

We detected moderate heterogeneity in the analyses for
CAD and no horizontal pleiotropy (P for MR-Egger intercept test
> 0.4) (Supplementary Table 6). Even though a few outliers were
detected in the MR-PRESSO analyses for CAD, the associa-
tions remained consistent after removal of these outliers
(Supplementary Table 6). As for associations with ICH in the
3 data sets, we observed no or modest heterogeneity, no indi-
cation of horizontal pleiotropy in the MR-Egger intercept tests,
and no outliers were detected by the MR-PRESSO analyses
(Supplementary Table 6). In scatter plots of associations with
CAD and ICH, we did not observe any SNPs that drove the
overall positive associations (Figure 2). Otherwise, there were
no associations of genetic liability to RA with all stroke, any
ischemic stroke and its subtypes, or subarachnoid hemorrhage
(Figure 1 and Supplementary Table 6).

The observed associations with CAD and ICH remained sta-
ble in the sensitivity analysis after removal of SNPs in HLA gene
regions (Supplementary Table 8, https://onlinelibrary.wiley.com/
doi/10.1002/art.42239). The associations were also stable in the

multivariable MR analysis with adjustment for genetic liability to
IBD (Supplementary Table 9, https://onlinelibrary.wiley.com/doi/
10.1002/art.42239).

With respect to cardiometabolic risk factors, genetic
liability to RA was associated with reduced log odds ratio of
smoking initiation and increased levels of high-density lipoprotein
cholesterol, TNF, and CRP (Figure 3). The associations remained
directionally consistent in sensitivity analyses (Supplementary
Table 10, https://onlinelibrary.wiley.com/doi/10.1002/art.42239).
There were no associations of genetic liability to RA with the other
cardiovascular risk factors and inflammatory biomarkers studied
(Figure 3).

Multivariate MR analyses were conducted to adjust for
genetically predicted levels of TNF and CRP levels. The associa-
tion between RA and CAD attenuated in the analysis with adjust-
ment for genetically predicted CRP levels but not in the analysis
with adjustment for genetically predicted TNF. The association
between RA and ICH changed only slightly in the multivariable
MR analyses (Figure 4).

DISCUSSION

We conducted a 2-sample MR study to investigate the causal
associations of RA with CAD and stroke using data from large con-
sortia and genetic studies. Few strong genetic correlations were

Figure 4. Associations of genetic liability to rheumatoid arthritis with coronary artery disease and intracerebral hemorrhage after adjustment for
tumor necrosis factor (TNF) and C-reactive protein (CRP). See Figure 1 for other definitions.
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observed between RA and studied cardiovascular outcomes. We
found that genetic liability to RA was associated with elevated risk
of CAD and ICH but not ischemic stroke or subarachnoid hemor-
rhage. These associations were consistent across different data
sources, after removal of SNPs in HLA gene regions, and in the
multivariable MR analysis with adjustment for genetic liability to
IBD. Genetic liability to RA was associated with elevated levels of
TNF and CRP. The increased levels of CRP appeared to mediate
the association with CAD. We thus provide important genetic evi-
dence supporting the link between RA and some CVDs and under-
score the role of inflammation in driving CAD specifically.

RA has widely been reported as an important risk factor for
CAD and impaired vascular function (33). A higher prevalence,
extent, and severity of coronary plaque measured by coronary
calcification (6) is found in RA patients, and this is related to dis-
ease duration, being increased in established compared to early
RA (31). Similarly, invasive angiographic studies have also dem-
onstrated RA to be associated with an increased extent of coro-
nary atherosclerosis, with a higher prevalence of multivessel
CAD, even after adjustment for some traditional risk factors (9).
Importantly, this accelerated coronary atherosclerosis also
appears to confer a substantially elevated risk of cardiovascular
events, with incident myocardial infarction and CAD-related mor-
tality increased by 68% and 59% in RA, respectively, according
to large meta-analyses (3,4).

Our findings support a causal role for RA in driving CAD,
although we report a more modest effect size of 2% in the main
analysis. This likely relates to differences in outcome definition
(myocardial infarction versus the softer end point of CAD), more
healthy populations included, and the calculation of risk according
to log odds of RA. Overall, though, the totality of evidence sug-
gests CAD to be increased in RA, and our study strongly sug-
gests a causal role in this. There are ~14 million people globally
with RA (39). As lifetime risk of CAD for people in general is already
high (40), even a small increase in odds of CVD raises the
expected number of CAD events in this population by tens of
thousands compared to that expected for a similar sized group
without RA. This potentially impacts public health policy around
targeting of education, screening, and treatment at RA patients.
Second, it provides insight into potential mechanisms of CAD.
Even though we identified that chronic inflammation might medi-
ate the association between RA and CAD, future research may
be able to pinpoint exactly which metabolic or inflammatory
changes occur in people with RA that lead to this increase in
CAD, potentially identifying treatment or screening options for
the whole population.

Stroke risk, of both ischemic and hemorrhagic types, has
also widely been reported in observational studies to be increased
in RA patients (41). Our study did not detect an association
between genetic liability to RA and risk of stroke overall or ische-
mic stroke. This discrepancy may be related to confounding in
observational studies, or increased stroke risk may not be caused

by RA per se but by certain features of RA patients. Consistent
with this, incident adverse events, including serious infections
and insufficient treatment of CVDs, have been found to be drivers
of the increased risk of stroke in RA patients (42). These null MR
findings might be caused by inadequate power. Our study did,
however, suggest a causal role for RA in causing ICH and sup-
ports the 68% increased risk reported in meta-analysis of obser-
vational studies (41). Our consistent findings across 3 data sets
highly suggest the validity of this association, and the underlying
mechanisms warrant further investigation.

Several mechanisms have been proposed to explain the
increased risk of CVD in RA patients. First, it has been sug-
gested that RA may influence the development of traditional car-
diovascular risk factors. We did not find genetic liability to RA to
be associated with the majority of cardiometabolic risk factors,
and only high-density lipoprotein cholesterol, a protective factor,
was significantly increased. We therefore provide some mecha-
nistic evidence against the role of traditional risk factors,
although it is possible that RA may indirectly influence traditional
risk factors, such as due to side effects of antirheumatic or anti-
inflammatory medications. In addition, our null MR findings for
the associations of genetic liability to RA with cardiometabolic
risk factors could not completely rule out the effects of shared
nongenetic factors on these associations. Furthermore,
although far from significant, relatively large effect sizes were
found for blood pressure in our study. In a recent published
MR analysis including 461,880 hypertension patients and
337,653 controls, RA was associated with a high risk of hyper-
tension (43), which is an important risk factor for CAD and the
main cause of hemorrhagic stroke. However, a key hypothesis
is that elevated systemic inflammation and remarkably overlap-
ping inflammatory processes between the 2 conditions lead to
progression of CVD (11,44). In agreement with this, circulating
levels of inflammatory markers such as CRP, erythrocyte sedi-
mentation rate, and IL-6 in RA patients are associated with a risk
of cardiovascular events (11,45) and with radiologic measures of
coronary atherosclerosis (46).

Our study supports the notion that chronic inflammation
drives CAD risk in RA, as CRP mediates the association between
RA and CAD risk. However, our multivariable MR analysis did not
suggest an important role of TNF for CAD or for RA-associated
inflammation on ICH. Other RA-related abnormalities that may
predispose one to CAD or ICH may include endothelial dysfunc-
tion, oxidative stress, lipid alterations, and posttranslational mod-
ifications of peptides (45). Further investigation is required into the
mechanisms underlying the association between RA and ICH.

Elevated CVD in RA has long been recognized, and in recent
years this has been incorporated into European clinical guidelines
written for use by both rheumatology (European Alliance of Asso-
ciations for Rheumatology) (47) and cardiology (European Society
of Cardiology) (48) clinicians. In particular, the importance of regu-
lar cardiovascular risk assessment every 5 years is emphasized,
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as is the use of a 1.5-fold multiplication factor to account for RA in
risk scores based solely on traditional risk factors. However, evi-
dence exists that cardiovascular risk factors remain undiagnosed
in RA patients, and, even when detected, they may be underma-
naged compared to patients with other risk factors like diabetes
(49). Our study provides the first MR evidence supporting a causal
role of RA in driving heightened cardiovascular risk. This not only
emphasizes the importance of monitoring this high-risk popula-
tion, but also supports the notion in clinical guidelines that com-
bating rheumatic disease activity is also integral to reducing
cardiovascular risk. Current strategies to do this remain contro-
versial, as some therapies have been associated with adverse
cardiovascular effects (47,50).

We provide the causal genetic evidence that inflammation
drives CAD risk in RA and implicate this as an effective therapeu-
tic target. TNF inhibitors are commonly used in clinical practice,
and although some evidence exists for reduced cardiovascular
risk in patients on such treatments (51), our results do not sup-
port this. CRP is a broad inflammatory marker raised by many
pathways, including the IL-1/IL-6 axis. IL-1 inhibition reduced
cardiovascular events in the Canakinumab Antiinflammatory
Thrombosis Outcome Study trial, and IL-6 inhibition has been
found to have beneficial effects on markers of atherosclerosis
such as carotid intima-media thickness (47) and to reduce car-
diovascular events in RA (52). Although antiinflammatory treat-
ments may prove useful in cardiovascular prevention in RA,
studies to date have had inadequate follow-up times and have
been confounded by therapies being allocated to those with the
most severe disease. Well-designed clinical trials studying the
impact of antiinflammatory therapies on cardiovascular risk in
RA are required.

Given that autoimmune diseases have some overlapping
genetic architecture, whether the observed associations between
RA and CAD and between RA and ICH in our MR analysis were
exclusive to RA remained undetermined, even though we
employed several approaches to examine this. First, the results
from the search of phenotypes associated with RA-associated
SNPs in PhenoScanner V2 showed no clear pattern that these
used RA-associated SNPs could systematically mimic the
effects of other immune-mediated disorders, although several
RA-associated SNPs were associated with several other
immune-mediated diseases at the genome-wide significance
level. Second, the observed associations with CAD and ICH
remained stable in the sensitivity analysis after removal of SNPs
in the HLA gene regions shared by autoimmune disorders (36),
which indicated that the effects of most shared genes among
autoimmune diseases did not drive the associations. Third, the
associations remained in the multivariable MR analysis with
adjustment for IBD. However, we could not perform this analysis
to adjust for genetic liability to other common autoimmune dis-
eases due to lack of data or too many missing SNPs in corre-
sponding analysis. Even though our exploration implies the

observed associations with CAD and ICH are likely to be specific
to RA, further studies are needed to confirm our hypothesis.

The present study has several strengths, including MR
design, the use of multiple genetic instruments, the use of differ-
ent outcome data sources, the use of the multivariable MR analy-
sis to explore possible mechanisms, and the population
confinement to individuals of European descent (reducing popu-
lation structure bias). In addition, lack of strong genetic correla-
tions between RA and studied outcomes suggest that the
observed associations with CAD and ICH may not be driven by
shared genetic risk.

Several limitations should be considered when interpreting our
findings. We observed moderate heterogeneity in the analyses for
CAD in the CARDIoGRAMplusC4D (Coronary Artery Disease
Genome-wide Replication and Meta-analysis plus The Coronary
Artery Disease Genetics) consortium, UK Biobank, and FinnGen
data sets. However, the corresponding MR-Egger regression anal-
ysis did not detect any indication of horizontal pleiotropy, which
suggests possible balanced horizontal pleiotropy that is unlikely to
bias the MR estimate (53). In addition, the associations with CAD
in 2 data sets were consistent across different sensitivity analyses
with different assumptions. Even though there were a few outliers
detected by MR-PRESSO analyses, the associations remained
after removal of these outliers. We did not take anti-RA treatments
into consideration in the current analysis. Nonetheless, whether
corresponding treatments, such as anti-TNF drugs and nonsteroi-
dal antiinflammatory drugs, are associated with cardiovascular risk
is unclear (44,54). In addition, these treatments should not bias
our causal estimation, as their use follows the diagnosis of RA and
would therefore be classified as vertical pleiotropy (53).

The population confinement to European populations might
limit the generalizability of our findings to other populations. In
addition, whether the null findings for stroke and its subtypes
(except for ICH) could be robustly held are uncertain, as the lack
of significant associations might be caused by inadequate power
despite the large sample size, at least for ischemic stroke. A
power calculation for the current analysis was not possible due
to the lack of information on phenotypic variance in RA explained
by the SNPs used in the analysis, as this information cannot be
calculated for a binary phenotype. Thus, future studies are
needed to confirm these null findings. Whether the observed
associations could be applied to subgroups defined by sex and
status of anti–citrullinated protein autoantibodies could not be
assessed due to lack of data.

In conclusion, this MR study found positive associations of
genetic liability to RA with CAD and ICH, and the association with
CAD appeared to be mediated by high levels of CRP. These find-
ings highlight the importance of active monitoring and prevention
of cardiovascular risk to combat CAD and ICH in RA patients.
We further suggest that dampening inflammation might be a pre-
ventive strategy for CAD in RA patients, and well-designed clinical
trials are required to assess this.
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Tofacitinib and Risk of Malignancy: Results From the Safety
of Tofacitinib in Routine Care Patients With Rheumatoid
Arthritis (STAR-RA) Study

Farzin Khosrow-Khavar,1 Rishi J. Desai,1 Hemin Lee,1 Su Been Lee,1 and Seoyoung C. Kim2

Objectives. Results of the ORAL Surveillance safety trial have indicated that there is an increased risk for the devel-
opment of malignancies with tofacitinib therapy when compared to treatment with tumor necrosis factor inhibitors
(TNFi). This study was undertaken to further examine this safety concern in rheumatoid arthritis (RA) patients in a
real-world setting.

Methods. Using US insurance claims data from Optum Clinformatics (2012–2020), IBM MarketScan Research
Databases (2012–2018), and Medicare (parts A, B, and D, 2012–2017), we created 2 cohorts of RA patients who had
initiated treatment with tofacitinib or TNFi. The first cohort, designated the real-world evidence (RWE) cohort, included
RA patients from routine care. For the second cohort, designated the randomized controlled trial (RCT)–duplicate
cohort, we emulated the inclusion and exclusion criteria that were applied in the ORAL Surveillance trial of tofacitinib,
which allowed us to assess the comparability of our results with the results of that trial. Cox proportional hazards mod-
els with propensity score fine-stratification weighting were used to estimate hazard ratios (HRs) and 95% confidence
intervals (95% CIs) for the risk of any malignancy (excluding nonmelanoma skin cancer). Database-specific estimates
were meta-analyzed using fixed-effects models with inverse-variance weighting.

Results. The RWE cohort consisted of 83,295 patients, including 10,504 patients (12.6%) who received treatment with
tofacitinib. The pooled weighted HR for the primary outcome of any malignancy associated with tofacitinib treatment com-
pared to any malignancy associated with TNFi therapy was 1.01 (95% CI 0.83, 1.22) in the RWE cohort and 1.17 (95% CI
0.85, 1.62) in the RCT-duplicate cohort (compared to the ORAL Surveillance trial HR of 1.48 [95% CI 1.04, 2.09]).

Conclusion. We did not find evidence of an increased risk of malignancy development with tofacitinib therapy, in
comparison with TNFi therapy, in RA patients treated in a real-world setting. However, our results cannot rule out the
possibility of an increase in risk that may accrue with a longer duration of treatment with tofacitinib.

INTRODUCTION

Rheumatoid arthritis (RA) is a chronic systemic inflammatory

disease that affects ~0.2% of the adult population globally (1).

Tofacitinib is the first JAK inhibitor approved by the US Food and

Drug Administration (FDA) in 2012 for the treatment of RA. Since

then, the FDA has approved the use of tofacitinib for the treatment

of other autoimmune conditions, including active psoriatic arthritis

(2017), moderate-to-severe ulcerative colitis (2018), and most

recently for active polyarticular juvenile idiopathic arthritis (2020).
The utilization of tofacitinib has markedly increased for the

management of moderate-to-severe RA since 2012 (2–4). How-

ever, recent results from the ORAL Surveillance post-marketing

safety trial indicated that tofacitinib, in comparison with tumor

necrosis factor inhibitors (TNFi), may be associated with an

increased risk of malignancies in patients with RA who are
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≥50 years of age and have cardiovascular risk factors (hazard
ratio [HR] 1.48 [95% confidence interval (95% CI) 1.04, 2.09])
(5–8). As a result, the FDA has issued a warning regarding a risk
of malignancy associated with tofacitinib (9). Given these findings
and the increasing use of tofacitinib in the treatment of patients
with RA, our aim was to conduct a large, population-based
observational study to further examine the risk of malignancies
with tofacitinib in representative RA patients treated in a real-
world clinical setting.

PATIENTS AND METHODS

Data sources and study design. We conducted an
active-comparator, new-user cohort study (see Supplementary
Figure 1, available on the Arthritis & Rheumatology website
at http://onlinelibrary.wiley.com/doi/10.1002/art.42250) using
claims data from Optum Clinformatics (November 2012–June
2020), IBM MarketScan Research Databases (November 2012–
December 2018), and fee-for-service Medicare (parts A, B,
and D, November 2012–December 2017) in the US (10). Optum
and MarketScan provide de-identified longitudinal patient-level
health data from over 78 million and 200 million commercially
insured patients, respectively, across the US. Medicare is a fed-
eral health insurance program which provides health care cover-
age for US residents who are age 65 years or older and for
some younger patients with disabilities. All of these data sources
capture information on patient demographics, health plan enroll-
ment status, and patient-level longitudinal data on medical diag-
noses in inpatient and outpatient settings, diagnostic tests,
procedures, and pharmacy prescription dispensation records
(including medication start and refill dates, strength, quantity,
and days’ supply).

The protocol for this study received ethics approval (project
number 2011P002580, 207) from the Institutional Review Board
of Brigham and Women’s Hospital, and the full protocol was reg-
istered on ClinicalTrials.gov (NCT04798287) (11). The Strength-
ening the Reporting of Observational Studies in Epidemiology
(STROBE) guidelines were followed (12). Informed consent
requirements for the participating patients were waived as in the
data sets from Optum, MarketScan, and Medicare, all personal
identifiers had been removed and patient confidentiality was pro-
tected in each of the 3 data sources. Signed data license agree-
ments were obtained for all data sources.

Study population. We first identified RA patients who
had initiated treatment with tofacitinib or with a TNFi (infliximab,
adalimumab, certolizumab pegol, etanercept, and golimumab)
in each of the 3 data sources. The cohort entry date was defined
as the first record of pharmacy dispensation of tofacitinib or
TNFi. For inclusion in a cohort, patients were required to have
had a minimum of 365 days of continuous enrollment in a health
care plan prior to and inclusive of the cohort entry date. We

selected patients with at least 2 visits occurring 7–365 days
apart that were coded for RA in the year prior to the cohort entry
date (Supplementary Figure 1, http://onlinelibrary.wiley.com/
doi/10.1002/art.42250). In a previous study, a positive predic-
tive value of 86% was demonstrated for this claims-based algo-
rithm (13). Further, the study population was restricted to
patients who were new to treatment with tofacitinib and with
TNFi. Thus, patients who received a prescription for tofacitinib
within the 365 days prior to the cohort entry date were excluded
from the study. We also excluded patients treated with tofaciti-
nib who had also received prescriptions for baricitinib or upada-
citinib on or at any time prior to the cohort entry date. Similarly,
patients treated with TNFi who had received a prescription for
an index TNFi agent within the 365 days prior to the cohort
entry date, patients treated with TNFi who had previously
received treatment with any JAK inhibitor (i.e., tofacitinib, barici-
tinib, upadacitinib), and patients treated with TNFi who had
received prescriptions for other agents from the TNFi class on
the cohort entry date were excluded from the study. We also
excluded patients who had a concurrent prescription for tofaci-
tinib and TNFi on the cohort entry date. Additionally, patients
who were missing data on age or sex and patients admitted to
a nursing facility or to hospice care at any point prior to the
cohort entry date were excluded from the study. Finally, to iden-
tify incident cases of cancer, we excluded patients who had
been diagnosed as having any type of malignancy (including
nonmelanoma skin cancer [NMSC]) prior to the cohort
entry date.

From this source population, we created 2 study cohorts: 1)
the real-world evidence (RWE) cohort, which included all RA
patients from routine care, and 2) the randomized controlled trial
(RCT)–duplicate cohort, which emulated the ORAL Surveillance
trial by applying the same inclusion and exclusion criteria. The
RCT-duplicate cohort was used to assess the comparability of
our findings with the results of the ORAL Surveillance trial of tofa-
citinib (5,6,8).

The RWE cohort included all RA patients who were at least
18 years of age in the Optum and MarketScan data sets
ð≥65 years of age in the Medicare data set) at the cohort entry
date. In contrast, the RCT-duplicate cohort was restricted to
patients who were 50 years of age or older (65 years of age in
the Medicare data set), and who had received at least 1 metho-
trexate dispensation within 6 months prior to the cohort entry
date, and who had at least 1 cardiovascular risk factor (including
a history of smoking, hypertension, dyslipidemia, diabetes melli-
tus, ischemic heart disease, or a family history of ischemic heart
disease) in the year prior to the cohort entry date. Patients who
had been hospitalized with infections in the 30-day period prior
to the cohort entry date and patients who were pregnant were
excluded from the RCT-duplicate cohort. The complete list
of the International Classification of Diseases, Ninth Revision
(ICD-9) and ICD-10 diagnosis and procedure codes used for
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exclusion criteria can be found in the full protocol published on
ClinicalTrials.gov (11).

Outcomes. In the primary as-treated analysis, we followed
up patients from the day after the date treatment with tofacitinib
or with TNFi was initiated, until treatment discontinuation (defined
as 60 days without prescription refills for the index exposure after
the end of the days’ supply for the most recent dispensation) or
switch, insurance disenrollment, death, or the end of the study
period, whichever occurred first (Supplementary Figure 1, http://
onlinelibrary.wiley.com/doi/10.1002/art.42250). The primary out-
come was defined as a composite end point of any new malig-
nancies (based on 2 inpatient or outpatient ICD-9 or ICD-10
diagnosis codes of the same type of malignancy occurring within
60 days), excluding NMSC (14,15). This outcome definition dem-
onstrated a high specificity (≥98%) for the majority of cancer out-
comes. However, the sensitivity of this outcome definition was
somewhat lower for the identification of common solid tumors,
including lung cancer (76.2%), colorectal cancer (80.4%), breast
cancer (78.9%), and lymphoma (79.8%). All cases of carcinoma
in situ were excluded from the composite outcome definition.
Secondary outcomes were individual types of malignancy, includ-
ing lung cancer, breast cancer, colorectal cancer, prostate can-
cer, lymphatic/hematopoietic tissue cancers, and NMSC. Finally,
we examined the association between tofacitinib and the risk of
herpes zoster as a positive control outcome, a known association
established in previous studies (16,17).

Covariate assessment. We assessed 75 predefined sus-
pected confounders or risk factors for malignancy in the Optum
and Medicare data sets (74 confounders in the MarketScan data
set) during the 365 days prior to and including the cohort entry
date (i.e., the baseline period). These potential confounders
included demographic variables such as age, sex, and race (avail-
able in the Optum and Medicare data sets), and lifestyle-related
variables including obesity and smoking status, which were
assessed on the cohort entry date (18,19). We also assessed
RA-related history of treatment with conventional disease-
modifying antirheumatic drugs (DMARDs), including the use of
individual agents and the total number of distinct agents used
during the baseline period. Recent treatment with glucocorticoids
(treatment occurring in the 60 days prior to and including the
cohort entry date) was also assessed as a potential confounder.
Prior treatment with glucocorticoids, cumulative prednisone
equivalent dose of glucocorticoids, and the number of distinct
biologic DMARDs (bDMARDs) (including index drugs) that each
patient had been treated with were assessed during the baseline
period (20,21).

Comorbidities that have been shown to be associated with
or that share risk factors with malignancies were assessed as
potential confounders, including hypertension, hyperlipidemia,
type 2 diabetes mellitus, cardiovascular disease (atrial fibrillation,

coronary artery disease, heart failure, stroke or transient ischemic
attack, peripheral vascular disease), venous thromboembolism,
chronic liver disease, chronic kidney disease (stage 3 and higher),
chronic obstructive pulmonary disease, inflammatory bowel dis-
ease, psoriasis, combined comorbidity index score, and claims-
based frailty index score (22–27). We also assessed treatment
with the following medications: anticoagulants, antiplatelets, anti-
depressant drugs, antihypertensive drugs, antiarrhythmic drugs,
lipid-lowering drugs, chronic obstructive pulmonary disease
maintenance drugs, insulin and noninsulin antidiabetic drugs,
nonsteroidal antiinflammatory drugs, selective cyclooxygenase
2 inhibitors, opioids, and hormonal agents (18,25,28–31). Addi-
tionally, we assessed 25 markers of health care utilization in order
to account for potential differences in participants’ use and
access to health care systems and to account for potential differ-
ential surveillance during the baseline period. Finally, we assessed
the calendar year of cohort entry as a marker of temporal changes
in the treatment of patients with RA and of temporal changes in
malignancy diagnoses during the study period.

Statistical analysis. Using descriptive statistics, we sum-
marized the baseline characteristics of patients who had initiated
treatment with tofacitinib or with TNFi drugs. We provided Pois-
son distribution–based estimates of incidence rates, as well as
incidence rate differences (comparing patients receiving tofaciti-
nib and patients receiving TNFi therapy) and corresponding 95%
CIs for each study outcome.

We used propensity score fine-stratification to account for
75 measured potential confounders (74 potential confounders in
the MarketScan data set) independently in each data set (32). In
studies with a low prevalence of exposure in the cohort, which is
common in studies on newer treatments compared to studies
on more established treatments, this method has been shown to
increase precision without compromising bias adjustment, in
comparison with propensity score–matching methods (32). To
generate propensity score fine-stratification weights, multivariable
logistic regression was first used to calculate the propensity score
as the predicted probability of initiating treatment with tofacitinib,
conditional on baseline covariates in each of the data sets (33).
We restricted the study population to the overlapping region of
the propensity score distribution in order to include patients
treated with tofacitinib and patients treated with TNFi agents
along the entire distribution of the propensity score and to
exclude patients with extreme propensity scores (33). Subse-
quently, we created 50 strata based on the distribution of propen-
sity scores for patients who had initiated treatment with tofacitinib
(32). Patients treated with tofacitinib received a weight of 1.

To calculate the weights for patients who had received TNFi
therapy, first the proportion of patients treated with tofacitinib in
each propensity score stratum was calculated by dividing the
number of patients treated with tofacitinib in a given stratum by
the total number of patients treated with tofacitinib in the study
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population. Similarly, the proportion of patients treated with TNFi
agents was calculated by dividing the number of patients treated
with TNFi agents in a given propensity score stratum by the total
number of patients treated with TNFi agents. The ratio of these
proportions (i.e., the proportion of patients treated with tofacitinib
in a given strata divided by the proportion of patients treated with
TNFi agents in a given strata) defined the weight for patients
treated with TNFi agents. This method estimates the average
treatment effect on the treated population (32).

To assess covariate balances between patients treated with
tofacitinib and patients treated with TNFi agents, we calculated
standardized differences (expressed as a percentage) before
and after propensity score fine-stratification weighting. Standard-
ized differences of <10% indicated sufficient covariate balance
when comparing patients treated with tofacitinib and patients
treated with TNFi agents (33–35). We used Cox proportional haz-
ards models to estimate crude and weighted hazard ratios and
corresponding 95% CIs with propensity score fine-stratification
weights used to account for potential confounders. Robust vari-
ance estimation was used to generate 95% CIs in the weighted
population. We also examined the cumulative incidence of com-
posite malignancies and 95% CIs for each treatment group in
the propensity score–weighted populations. All analyses were
conducted independently in each data set. We used a fixed-
effects model with inverse variance weighting to meta-analyze
database-specific effect estimates (36).

The Aetion Evidence Platform was used for cohort construc-
tion (37). All analyses were conducted using version 9.4 of the
SAS Institute software and R software from the R Foundation for
Statistical Computing.

Secondary and sensitivity analyses. We conducted
prespecified subgroup analyses in the RWE cohort by stratifying
patients by age (≤65 and >65 years) and sex. Further, we exam-
ined the risk of malignancies by stratifying patients based on the
number of unique bDMARDs they had received in the year prior
to cohort entry date (0 versus ≥1). For sensitivity analysis, we con-
ducted 1:1 propensity score matching using a greedy nearest
neighbor matching algorithm without replacement, using a caliper
of 0.025 on the natural scale of the propensity score (33,38). We
also restricted the TNFi comparator group to patients treated with
adalimumab and etanercept in both the RWE cohort and the
RCT-duplicate cohort, which was similar to the comparator group
in the ORAL Surveillance trial (5–8).

We further assessed different follow-up methods in the RWE
cohort and the RCT-duplicate cohort (Supplementary Figure 2,
http://onlinelibrary.wiley.com/doi/10.1002/art.42250). First, we
implemented an intent-to-treat (ITT) exposure definition whereby
patients were followed up until the end of the study period after
initiation of treatment, in order to minimize the impact informative
censoring based on discontinuation of treatment could have had
on the results. Second, we implemented an ITT exposure

definition but truncated follow-up until a maximum of 365 days
after initiation of treatment with tofacitinib or TNFi agents. Third,
we conducted sensitivity analysis by lagging exposure by
3 months after treatment initiation to account for potential latency
of the treatment effect, to exclude prevalent cases of cancer, and
to minimize surveillance bias. Finally, we extended the grace
period to 6 months after treatment discontinuation to account
for the potential carryover effect of the treatments on cancer out-
comes. We also conducted a sensitivity analysis whereby we
required at least 2 years of continuous enrollment in a health care
plan prior to the cohort entry date, excluded patients who
received dispensations of the index drug at any point prior to the
cohort entry date, and assessed comorbidities over a 2-year
baseline period prior to and including the cohort entry date.

RESULTS

RWE cohort. The RWE cohort consisted of 83,295 RA
patients identified in the following data sets: 25,410 patients from
the Optum data set, 29,511 patients from the MarketScan
data set, and 28,374 patients from the Medicare data set (Supple-
mentary Table 1, http://onlinelibrary.wiley.com/doi/10.1002/art.
42250). Within these data sets, the following proportions of RA
patients initiated treatment with tofacitinib: 3,304 patients (13.0%)
in the Optum data set, 4,508 patients (15.3%) in the MarketScan
data set, and 2,692 patients (9.5%) in the Medicare data set (Sup-
plementary Table 2, http://onlinelibrary.wiley.com/doi/10.1002/art.
42250). The mean age of patients treated with tofacitinib compared
to patients treated with TNFi agents was 55.9 years versus
53.6 years in the Optum data set, 53.8 years versus 51.6 years in
the MarketScan data set, and 71.3 years versus 71.4 years in the
Medicare data set (Supplementary Table 2). The majority of patients
in each data set were female (77–80%), were White (66–83%), and
had received treatment with conventional DMARDs (75–82%) and
glucocorticoids (69–72%) prior to the initiation of treatment with
tofacitinib or TNFi agents (Supplementary Table 2). In patients
treated with tofacitinib compared to patients treated with TNFi, the
number of unique bDMARDs received prior to and including the
cohort entry date was a mean ± SD of 1.6 ± 0.7 versus 1.3 ± 0.5
bDMARDs in the Optum data set, 1.8 ± 0.8 versus 1.4 ± 0.6
bDMARDs in the MarketScan data set, and 1.6 ± 0.7 versus
1.3 ± 0.5 bDMARDs in the Medicare data set (Supplementary
Table 2). There were no discernable differences between patients
who initiated treatment with tofacitinib and patients who initiated
treatment with TNFi agents across most comorbidities, prior pre-
scriptions, and markers of health care utilization (Supplementary
Table 2). We obtained covariate balance after propensity score
fine-stratification weighting, with standardized differences of <5%
for all covariates in all 3 data sets (Table 1 and Supplementary
Table 3, http://onlinelibrary.wiley.com/doi/10.1002/art.42250).

Primary outcome. The mean ± SD number of months of
follow-up time in the as-treated analysis in patients treated with
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tofacitinib compared to patients treated with TNFi agents was
10.3 ± 11.2 months versus 11.3 ± 12.2 months in the Optum
data set, 10.6 ± 11.0 months versus 11.4 ± 11.5 months in
the MarketScan data set, and 10.3 ± 10.6 months versus
10.2 ± 10.4 months in the Medicare data set. Nevertheless,
9,237 patients (11.1%) had a follow-up time of at least 2 years.
Overall, 13,893 patients (54.7%) in the Optum data set, 15,445
patients (52.3%) in the MarketScan data set, and 19,124 patients
(67.4%) in the Medicare data set discontinued treatment.

The crude incidence rates of composite malignancy out-
comes per 100 person-years in patients treated with tofacitinib
compared to patients treated with TNFi agents were 1.68 (95%
CI 1.24, 2.23) versus 1.36 (95% CI 1.21, 1.53) in the Optum data
set, 0.60 (95% CI 0.39, 0.90) versus 0.86 (95% CI 0.74, 0.98) in
the MarketScan data set, and 2.70 (95% CI 2.07, 3.46) versus
2.49 (95% CI 2.29, 2.71) in the Medicare data set (Supplementary
Table 4, http://onlinelibrary.wiley.com/doi/10.1002/art.42250).
Between-group differences in the crude incidence rates of com-
posite malignancy outcomes per 100 person-years in patients
treated with tofacitinib compared to patients treated with TNFi
agents were 0.32 (95% CI −0.18, 0.83) in the Optum data set,
−0.25 (95% CI −0.52, 0.01) in the MarketScan data set, and
0.21 (95% CI −0.50, 0.91) in the Medicare data set
(Supplementary Table 4). Overall, the pooled weighted HR (95%
CI) for composite malignancy outcome when comparing treat-
ment with tofacitinib to treatment with TNFi agents was 1.01
(95% CI 0.83, 1.22), corresponding to a weighted incidence rate
difference per 100 person-years of −0.16 (95% CI −0.40, 0.09)

(Figure 1 and Supplementary Table 4). The 95% CI for cumulative
incidence of malignancies from time since initiation of treatment
overlapped when patients treated with tofacitinib were compared
to patients treated with TNFi agents in each of the 3 data
sets (Supplementary Figure 3, http://onlinelibrary.wiley.com/doi/
10.1002/art.42250).

In subgroup analysis, the pooled weighted HR (95% CI) for
composite malignancy outcome was 0.93 (95% CI 0.73, 1.18)
among female patients, 1.21 (95% CI 0.86, 1.71) among male
patients, 0.89 (95% CI 0.63, 1.24) among patients ≤65 years of
age, and 1.08 (95% CI 0.85, 1.37) among patients >65 years of
age in the RWE cohort. Among patients treated with tofacitinib,
1,650 patients (49.9%) in the Optum data set, 2,797 patients
(62.0%) in the MarketScan data set, and 1,298 patients (48.2%)
in the Medicare data set had a history of treatment with
bDMARDs prior to the cohort entry date (Supplementary
Table 4). Among patients treated with TNFi agents, 5,165 patients
(23.4%) in the Optum data set, 7,775 patients (31.1%) in the
MarketScan data set, and 7,624 patients (29.7%) in the Medicare
data set had a history of treatment with bDMARDs (Supplemen-
tary Table 4). The pooled weighted HR for composite malignancy
outcome was 0.81 (95% CI 0.60, 1.10) among patients with a his-
tory of treatment with bDMARDs and 1.22 (95% CI 0.96, 1.57)
among patients with no history of treatment with bDMARDs
(Figure 2 and Supplementary Table 4).

In other analyses, the pooled weighted HR (95% CI) for com-
posite malignancy outcome was 1.12 (95% CI 0.90, 1.39) when we
implemented a 3-month exposure lag, 0.97 (95% CI 0.82, 1.15)

Figure 1. Forest plots of propensity score fine-stratification weighted hazard ratios (HRs) with 95% confidence intervals (95% CIs) for each data
set as well as the pooled HRs with 95% CIs for the composite outcome of all new malignancies (excluding nonmelanoma skin cancer) when com-
paring treatment with tofacitinib to treatment with tumor necrosis factor inhibitors in patients with rheumatoid arthritis in the real-world evidence
(RWE) cohort (top panel) and randomized controlled trial (RCT)–duplicate cohort (bottom panel).
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with a 6-month carryover effect after discontinuation of treatment,
and 1.00 (95% CI 0.88, 1.14) when an ITT definition of exposure
was used (Figure 2 and Supplementary Table 4). The pooled
weighted HR for composite malignancy outcome was 1.02 (95%
CI 0.84, 1.24) whenwe used an ITT definition of exposure but trun-
cated follow-up time at 365 days after the initiation of treatment
(Figure 2 and Supplementary Table 4). Using the 6-month carry-
over effect and the ITT definition of exposure led to a longer
follow-up time. When the 6-month carryover exposure definition
was used, the mean ± SD number of months of follow-up time in
patients treated with tofacitinib compared to patients treated with
TNFi agents was 13.7 ± 13.2 months versus 16.1 ± 14.9 months
in the Optum data set, 14.0 ± 12.8 months versus 16.1 ±

14.1 months in the MarketScan data set, and 13.4 ±
11.6 months versus 17.3 ± 13.7 months in the Medicare data
set. When the ITT definition of exposure was used, the mean ±
SD number of months of follow-up in patients treated with tofaciti-
nib compared to patients treated with TNFi agents was 22.6 ±
20.2 months versus 25.2 ± 12.8 months in the Optum data set,
22.1 ± 17.9 months versus 23.1 ± 18.5 months in the
MarketScan data set, and 23.3 ± 16.4 months versus 26.0 ±
17.1 months in the Medicare data set.

The pooled HR (95% CI) for composite malignancy outcome
was 0.95 (95% CI 0.75, 1.21) in analyses using 1:1 propensity
score matching. The pooled weighted HR (95% CI) was 0.93
(95% CI 0.75, 1.16) when the comparator was restricted to

Figure 2. Forest plots of propensity score fine-stratification weighted HRs with 95% CIs for each data set as well as the pooled HRs with 95%
CIs for the composite malignancy outcome when comparing tofacitinib and tumor necrosis factor inhibitor treatment groups in subgroup and sen-
sitivity analyses in the RWE study cohort. bDMARD = biologic disease-modifying antirheumatic drug (see Figure 1 for other definitions).
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patients treated with adalimumab and etanercept, and 0.94 (95%
CI 0.74, 1.19) among patients with at least 2 years of continuous
enrollment in a health plan prior to the cohort entry date, with a
minimum of 2 years of washout for the index drug and a 2-year
window for assessment of comorbidities (Supplementary
Table 4, http://onlinelibrary.wiley.com/doi/10.1002/art.42250).

Secondary outcomes. The pooled weighted HR for the risk
of malignancy in patients treated with tofacitinib compared to
patients treated with TNFi agents was 1.20 (95% CI 0.77, 1.87)
for lung cancer, 0.85 (95% CI 0.53, 1.38) for breast cancer, 0.92
(95% CI 0.51, 1.67) for prostate cancer, 0.71 (95% CI 0.33,
1.56) for colorectal cancer, 0.91 (95% CI 0.53, 1.58) for lymphatic
and hematopoietic cancers, and 1.15 (95% CI 0.96, 1.39) for

NMSC in the RWE cohort (Figure 3 and Supplementary Table 5,
http://onlinelibrary.wiley.com/doi/10.1002/art.42250). The pooled
weighted HR was 2.02 (95% CI 1.80, 2.27) for herpes zoster as
the positive control outcome, which is consistent with the findings
of previous studies (Supplementary Table 5) (16,17).

RCT-duplicate cohort. The RCT-duplicate cohort con-
sisted of 27,035 RA patients who met the inclusion and exclusion
criteria: 5,899 patients in the Optum data set, 6,588 patients in
the MarketScan data set, and 14,548 patients in the Medicare
data set (Supplementary Table 1). Among these patients,
668 patients (11.3%) in the Optum data set, 938 patients
(14.2%) in the MarketScan data set, and 1,100 patients (7.6%)

Figure 3. Forest plots of propensity score fine-stratification weighted HRs with 95% CIs for each data set as well as the pooled HRs with 95%
CIs for individual malignancy outcomes when comparing tofacitinib and tumor necrosis factor inhibitor treatment groups in the RWE study cohort.
See Figure 1 for definitions.
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in the Medicare data set had initiated treatment with tofacitinib
(Supplementary Table 6, http://onlinelibrary.wiley.com/doi/
10.1002/art.42250). After propensity score fine-stratification,
standardized differences close to 0 were achieved for most
covariates (Supplementary Table 7, http://onlinelibrary.wiley.
com/doi/10.1002/art.42250).

The crude incidence rate of malignancy per 100 person-
years in patients treated with tofacitinib compared to patients
treated with TNFi agents was 2.41 (95% CI 1.35, 3.98) versus
2.01 (95% CI 1.63, 2.43) in the Optum data set, 1.13 (95% CI
0.54, 2.08) versus 0.96 (95% CI 0.72, 1.25) in the MarketScan
data set, and 2.76 (95% CI 1.80, 4.04) versus 2.31 (95% CI
2.05, 2.61) in the Medicare data set (Supplementary Table 8,
http://onlinelibrary.wiley.com/doi/10.1002/art.42250). In the pri-
mary analysis, the pooled weighted HR (95% CI) for malignancy
was 1.17 (95% CI 0.85, 1.62) in patients treated with tofacitinib
compared to patients treated with TNFi agents (compared to HR
1.48 [95% CI 1.04, 2.09] in the ORAL Surveillance trial) corre-
sponding to a pooled weighted rate difference of 0.20 (95% CI
−0.42, 0.82) per 100 person-years (Figure 1 and Supplementary
Table 8).

In sensitivity analyses, the pooled weighted HR for malignancy
was 1.33 (95% CI 0.94, 1.89) when exposure was lagged by
3 months, 1.04 (95% CI 0.78, 1.38) when a carryover of 6 months
was used, 1.03 (95%CI 0.83, 1.29) when the ITT definition of expo-
sure was used, and 1.07 (95%CI 0.77, 1.50) when the ITT definition
of exposure was used with follow-up limited to a maximum of
365 days after initiation of treatment (Supplementary Table 8). We
observed consistent results when restricting the comparator to
patients treated with adalimumab and etanercept (pooled weighted
HR 1.18 [95% CI 0.83, 1.67]) (Supplementary Table 8). Overall, the
results for cumulative incidence of malignancy outcomes from time
since treatment initiation was inconclusive due to overlapping 95%
CIs when comparing patients treated with tofacitinib to patients
treated with TNFi (Supplementary Figure 4, http://onlinelibrary.
wiley.com/doi/10.1002/art.42250).

DISCUSSION

In this large multi-database cohort study, we did not observe
an increased risk of malignancies when comparing tofacitinib with
TNFi agents in RA patients treated in real-world settings (pooled
weighted HR 1.01 [95% CI 0.83, 1.22]). However, our results do
not rule out the possibility of a small increase in risk that may
accrue with longer periods of treatment. Tofacitinib was associ-
ated with a numerically increased risk of malignancies in the
RCT-duplicate population, which consisted of patients 50 years
of age and older who had at least 1 risk factor for cardiovascular
disease (pooled weighted HR 1.17 [95% CI 0.85, 1.62]).

The ORAL Surveillance trial, a large, phase IIIb and IV
(n = 4,362 patients) post-marketing trial required by the US Food
and Drug Administration, assessed the safety of treatment with
tofacitinib (5 mg and 10 mg) compared to the safety of treatment

with adalimumab/etanercept in patients 50 years of age and older
who had at least 1 risk factor for cardiovascular disease, and who
also had a history of treatment with methotrexate (5,6,8). Reports
from this trial indicated that twice daily dosages of tofacitinib at
both 5 mg and 10 mg were associated with increased risk of
malignancies excluding NMSC (HR 1.47 [95% CI 1.00, 2.18]
and HR 1.48 [95% CI 1.00, 2.19], respectively) (6–8). A higher risk
of malignancies was observed in North America where the com-
parator was adalimumab (HR 1.92 [95% CI 1.10, 3.34]), com-
pared to the rest of the world where the comparator was
etanercept (HR 1.25 [95% CI 0.79, 1.97]) (8). There were also
imbalances in the risks of lung cancer (HR 2.17 [95% CI 0.95,
4.93]) and lymphoma (HR 5.09 [95% CI 0.65, 39.78]) among
patients receiving tofacitinib, although precision was low (7,8,39).

A significant difference between the RWE cohort of the pres-
ent study and the ORAL Surveillance trial population is that the
RWE cohort included all RA patients treated in routine care. Our
results suggest a potential heterogeneity of treatment effect. We
did not observe an increased risk of malignancies among all RA
patients treated in a real-world setting when comparing treatment
with tofacitinib to treatment with TNFi agents. However, we
observed a numerically increased risk of malignancies in the
RCT-duplicate cohort, which included patients who were
≥50 years of age with cardiovascular risk factors (pooled
weighted HR 1.17 [95% CI 0.85, 1.62]). We also observed this
numerically increased risk in the RCT-duplicate cohort when we
restricted the comparator to patients treated with adalimumab
and etanercept (pooled weighted HR 1.18 [95% CI 0.83, 1.67]).
Nevertheless, there are other differences between our study and
the ORAL Surveillance trial, including a longer follow-up period in
the ORAL Surveillance trial (median of 4 years) and potential dif-
ferential adherence to treatment (8).

Three other studies have also examined the association
between tofacitinib and the risk of malignancies (40–42). In a
meta-analysis of 6 phase II, 6 phase III, and 2 long-term extension
studies, the incidence rate of malignancies (excluding NMSC)
among patients treated with tofacitinib was reported to be 0.85
events (95% CI 0.70, 1.02) per 100 person-years (40), an inci-
dence rate consistent with the expected range of patients with
moderate-to-severe RA, although lower than the pooled crude
incidence rate observed across the 3 data sets in this study
(pooled crude incidence 1.74 [95% CI 1.47, 2.06] per 100 per-
son-years). Similarly, a study conducted using the Corrona RA
registry which includes more than 50,605 RA patients across pri-
vate and academic practices in the US, did not find an association
between tofacitinib and malignancies excluding NMSC (adjusted
HR 1.04 [95% CI 0.68, 1.61]) or between tofacitinib and NMSC
(adjusted HR 1.02 [95% CI 0.69, 1.50]) (41). Last, a recent obser-
vational study which included 69,308 RA patients identified using
the Swedish Rheumatology Quality Register demonstrated
that TNFi agents and other biologic/targeted synthetic DMARDs
were not associated with an increased risk of noncutaneous
malignancies when compared to no treatment with these drugs
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(42). However, this study did not assess the risk associated with
JAK inhibitors due to the low number of events (<5). Multiple fac-
tors may account for the differences between the results of these
studies, including the definition of study population, the exposure
and outcome definition, and follow-up time.

The potential mechanistic effects of tofacitinib on the risk of
malignancies is complex. Tofacitinib is an inhibitor of JAK1 and
JAK3, which are enzymes involved in the activation of the
JAK/STAT signaling pathway. The effect of the JAK/STAT path-
way on tumor initiation and progression is complex and multiface-
ted, particularly given the possible indirect effects of crosstalk with
other intracellular signaling pathways that may occur (43,44).
While some members of the STAT family (such as STAT3 and
STAT5) may play a detrimental role in tumor initiation and progres-
sion, others (such as STAT1 and STAT2) may have a protective
effect through the mediation of long-term antitumor immune
response (43,44). Further mechanistic studies are required to
understand the potential direct effect of tofacitinib and the role of
the JAK/STAT pathway in tumor initiation and progression.

This study had several strengths. First, we conducted analy-
ses across 3 US insurance claims databases (both commercial
and public health plans) encompassing RA patients treated in a
real-world setting, and thus, the results are generalizable to the
setting of routine clinical care. Second, we calibrated our results
with the ORAL Surveillance trial through the use of the RCT-
duplicate cohort in order to ensure that the results of our study
were valid and comparable with the findings of the ORAL Surveil-
lance trial. Third, we used an active-comparator, new-user design
to control for confounding by indication and prevent immortal time
bias (10). Fourth, we observed consistent results in sensitivity
analyses that accounted for potential latency and for a carryover
effect of treatment after discontinuation. Finally, we registered
the protocol for this study prior to conducting the analyses (11).

This study had some limitations. First, the follow-up time was
relatively short (mean follow-up <1 year) due to the imposed
as-treated definition in which patients were censored at treatment
discontinuation or switch. Nevertheless, 9,237 patients (11.1% of
the study population) had a follow-up time of at least 2 years, a
sample size greater than the ORAL Surveillance trial (n = 4,362
patients). Second, we did not assess the risk of malignancies for
other JAK inhibitors including baricitinib and upadacitinib. Addi-
tional studies will be needed to examine the class effect of JAK
inhibitors. Third, we did not have an adequate sample size to
examine the risk of some individual malignancies such as leuke-
mia and lymphoma. In addition, some subgroups indicated treat-
ment heterogeneity, although no conclusions can be made due to
low precision for the estimates. Fourth, outcome misclassification
is possible, although we used a validated claims-based algorithm
with a high specificity (≥98%) for most cancer types (15). Fifth, we
also relied on diagnosis and procedure codes to select the study
cohort. While we assessed obesity and smoking status, it is likely
that the sensitivity of our claims definitions is low (45,46). Finally,
residual confounding due to some unmeasured RA-related

variables is possible, although a recent study that used the Cor-
rona RA registry demonstrated that RA patients in the US initiating
treatment with tofacitinib are similar to bDMARD users with regard
to RA-related factors such as disease activity index scores (41).

In conclusion, in this large, population-based, real-world
cohort of 83,295 RA patients, tofacitinib was not associated with
an increased risk of malignancies in comparison to TNFi agents.
However, tofacitinib was associated with a numerically increased
risk of malignancies in older patients who had risk factors for car-
diovascular disease, a finding that was similarly observed in par-
ticipants in the ORAL Surveillance trial. Future studies with large
sample sizes and long-term follow-up periods are required to
confirm these findings.
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Association Between Walking for Exercise and Symptomatic
and Structural Progression in Individuals With Knee
Osteoarthritis: Data From the Osteoarthritis Initiative
Cohort

Grace H. Lo,1 Surabhi Vinod,2 Michael J. Richard,3 Matthew S. Harkey,4 Timothy E. McAlindon,3

Andrea M. Kriska,5 Bonny Rockette-Wagner,5 Charles B. Eaton,6 Marc C. Hochberg,7 Rebecca D. Jackson,8

C. Kent Kwoh,9 Michael C. Nevitt,10 and Jeffrey B. Driban3

Objective. To assess the relationship between walking for exercise and symptomatic and structural disease
progression in individuals with knee osteoarthritis (OA).

Methods. We assessed a nested cohort of participants age 50 years or older within the Osteoarthritis Initiative, a
community-based observational study in which subjects were enrolled between 2004 and 2006. We focused on
4 dichotomous outcomes from baseline to the 48-month visit, involving determination of the frequency of knee pain
and radiographic severity of knee OA on posteroanterior semiflexed knee radiographs. The outcomes assessed
included 1) new frequent knee pain, 2) worsening of radiographic severity of knee OA based on the Kellgren/Lawrence
grade, 3) progression of medial joint space narrowing, and 4) improved frequent knee pain. We used a modified version
of the Historical Physical Activity Survey Instrument to ascertain those subjects who reported walking for exercise after
age 50 years. The survey was administered at the 96-month visit (2012–2014).

Results. Of 1,212 participants with knee OA, 45% were male and 73% reported walking for exercise. The mean
± SD age was 63.2 ± 7.9 years, and the mean ± SD body mass index was 29.4 ± 4.6 kg/m2. The likelihood of new fre-
quent knee pain was reduced in participants with knee OA who walked for exercise as compared to those who were
non-walkers (odds ratio [OR] 0.6, 95% confidence interval [95%CI] 0.4–0.8), and progression of medial joint space nar-
rowing was less common in walkers compared to non-walkers (OR 0.8, 95% CI 0.6–1.0).

Conclusion. In individuals with knee OA who were age 50 years or older, walking for exercise was associated with
less frequent development of knee pain. These findings support the notion that walking for exercise should be encour-
aged for people with knee OA. Furthermore, we offer a proof of concept that walking for exercise could be disease
modifying, which warrants further study.

INTRODUCTION

Osteoarthritis (OA) is the most common type of arthritis in the
US and is a leading cause of pain for those affected (1). Current

pharmacologic therapies are limited to topical and oral nonsteroi-
dal antiinflammatory drugs, intraarticular glucocorticoids, and
analgesics such as tramadol, which only treat pain and do not
modify structure (2). Professional societies, including the
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American College of Rheumatology (ACR) and the Osteoarthritis

Research Society International (OARSI), have endorsed treatment

recommendations under a comprehensive care strategy incorpo-

rating educational, behavioral, and physical interventions (2,3).
Exercise is a physical intervention often touted as a treatment for

OA (2–4). The ACR guidelines specifically mention walking as a rea-
sonable means of obtaining such exercise (2). Two clinical trials of
land-based exercises that included walking as a treatment for knee
OA (5,6) and 1 trial of walking alone as an intervention (n = 92) (7) sup-
port these recommendations. However, these trials were relatively
short in duration. To address whether walking for exercise over time
is beneficial in terms of alleviating long-term symptoms and structural
progression, ascertainment of the effectiveness of walking for exercise
over many years and longer follow-up periods is required.

To our knowledge, the Osteoarthritis Initiative is the only
cohort study in which walking for exercise over several years has
been assessed, and in which outcomes of knee OA, including
symptoms and structural changes, have been carefully character-
ized. Thus, we used data from the Osteoarthritis Initiative cohort
to address whether this exposure to walking is beneficial or detri-
mental in terms of modifying the course of symptoms or radio-
graphic disease severity in individuals who have knee OA.

PATIENTS AND METHODS

Study design. The study was designed as a nested cohort
study within the Osteoarthritis Initiative, a multicenter, prospec-
tive, longitudinal observational study involving individuals with or
without symptomatic knee OA enrolled between 2004 and
2006. Staff at the following 4 clinic sites recruited participants:
Memorial Hospital of Rhode Island, Ohio State University, the Uni-
versity of Pittsburgh, and the University of Maryland/Johns Hop-
kins. Participants attended annual evaluations from baseline to
month 48, and thereafter every 2 years to month 96. Institutional
review board approval was obtained at each clinic site, coordinat-
ing center, and the Baylor College of Medicine. Each participant
provided written informed consent.

All publicly available data can be accessed through the Oste-
oarthritis Initiative website at https://nda.nih.gov/oai/.

Study timeline. The Historical Physical Activity Survey
Instrument was administered to the included participants from
the Osteoarthritis Initiative cohort at the 96-month visit, as part of
an ancillary study to the parent Osteoarthritis Initiative. The radio-
graphs and knee pain questions were planned as part of the

parent study and ascertained at the Osteoarthritis Initiative base-
line and 48-month visits, representing the 2 time points with the
largest number of outcomes available in this cohort. The timing
of the exposure was not optimal, since it was ascertained after
the outcomes of interest; however, this was an unprecedented
opportunity to capture information on physical activity over a life-
time in a cohort with highly characterized knee OA outcomes,
not available in any other cohort.

Inclusion criteria. To be eligible, participants had to be
age ≥50 years at baseline, to have complete data on knee-
specific pain and knee radiographs at the 36-month or
48-month visits, and to have completed a modified version of
the Historical Physical Activity Survey Instrument (8) at the
96-month visit. Participants were required to have radiographic
evidence of knee OA (see below for further details) in at least one
native knee at the time of enrollment.

Knee radiographs. The largest number of funded radio-
graphic readings within the Osteoarthritis Initiative occurred at the
baseline and 48-month visits, and therefore we chose these as
the time points of interest for our study. If radiographs from the
48-month visit were missing, we used films from the 36-month visit
instead. Bilateral, fixed-flexion, weight-bearing posteroanterior radio-
graphs of the knees were obtained at these visits.

Kellgren/Lawrence (K/L) grades of radiographic knee OA
severity (scale 0–4) (9) and the extent of medial joint space nar-
rowing (JSN) were scored centrally based on the OARSI atlas of
individual radiographic features (10). The reliability of these read-
ings (read–reread) was good (weighted kappa for intrarater reli-
ability 0.71, 95% confidence interval [95% CI] 0.55–0.87)
(11). Radiographic OA was defined as a K/L grade ≥2.

Pain assessment. Participants were assessed for symp-
toms using a general screening assessment of frequent knee
pain. Participants were asked the following question: “During the
last 12 months, have you had pain, aching, or stiffness in or
around your right/left knee on most days for at least one month?
By most days, we mean more than half the days of a month” (12).

Knee arthroplasty. Knee replacement (partial or total) was
reported or observed on radiographs at or before the 4-year visit
of the Osteoarthritis Initiative study (>96% of participants adjudi-
cated). A knee replacement was recorded if 1 of 3 criteria for a
partial or total knee replacement were met, as follows: 1) the knee
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replacement was centrally adjudicated (medical records reviewed
by 2 adjudicators and also by a physician adjudicator if there was
disagreement between the first 2 adjudicators), 2) the knee
replacement was observed on a study radiograph, or 3) the knee
replacement was self-reported (even if the self-reported replace-
ment had not gone through the adjudication process).

Static alignment. We defined static alignment using hip–
knee–ankle angles measured on long-limb films. Long-limb films
were acquired between months 12 and 48, based on participant
availability. Staff obtained bilateral films with participants standing
with the tibial tubercle forward. Hip–knee–ankle angles were cal-
culated at the intersection of 2 lines: 1) from the ankle talar surface
center to the tibial interspinous sulcus base, and 2) from the fem-
oral head and intercondylar notch centers (13,14). Alignment was
classified as varus if the angle was less than or equal to −2�, val-
gus if the angle was greater than or equal to 2�, and neutral if the
angle was any value in between (15). These radiographs were
obtained as part of a separate ancillary grant to the Osteoarthritis
Initiative. As a result, these radiographs were not obtained at the
baseline visit; they were collected at month 12 (40%), month
24 (41%), month 36 (18%), and month 48 (2%). In total,
985 (81%) of the 1,212 participants had long-limb films available,
and 1,484 (82%) of the 1,808 knees assessed by radiography
were included.

Historical Physical Activity Survey Instrument. To
ascertain the exposure of walking for exercise, we administered
a modified version of the Historical Physical Activity Survey Instru-
ment (8). This survey questionnaire was mailed to participants.
We altered the survey so that a participant could complete it as
a take-home survey, similar to the self-administered questionnaire
previously described by Chasan-Taber et al (16). If the survey was
incomplete at the time of the closest in-person follow-up clinic visit
(the 96-month visit), clinic staff asked participants to complete it at
the clinic visit; clinic staff assistance was available if requested.
These data were acquired between September 12, 2012 and
October 31, 2014.

The walking for exercise exposure was assessed using the
following question: “When you were 50 and older, did you walk
for exercise at least 10 times? Please include walking outdoors
and walking on a treadmill or track.” Those who answered “yes”
were considered walkers. Those who answered “no” or “don’t
know” (n = 25) were considered non-walkers. For those who
responded to the questionnaire overall but had missing data on
walking (n = 17), we coded them as non-walkers as well.

Those who answered “yes” were then asked further ques-
tions about the amount they walked for exercise. First, they were
asked the question: “While you were 50 and older, did you walk
for exercise at least 20 minutes within a given day (these do not
have to be consecutive minutes).” If the answer was affirmative,
then they were asked the question: “How many years did you

walk for exercise? These do not have to be consecutive years.”
The response choices they were given were 1–5 years,
6–10 years, 11–20 years, >20 years, or “don’t know.” Thereafter,
they were asked: “How many months per year did you walk for
exercise? Again, these do not have to be consecutive months.”
The response choices they were given were 1–4 months per year,
5–8 months per year, 9–12 months per year, or “don’t know.”
Finally, they were asked: “How many times per month did you
walk for exercise?” The response choices they were given were
1–3 times per month, 4–8 times per month, 9 or more times per
month, or “don’t know.” Using the median value for the answers
given to each of these questions, an estimate was made regard-
ing the number of times that the participant had walked for exer-
cise since turning age 50 years.

Covariates. Date of birth and date of the baseline visit were
used to calculate each participant’s age. Body mass index was
calculated as weight divided by height squared (kg/m2), mea-
sured at the baseline visit.

Outcomemeasures. New frequent knee pain. Using the
frequent knee pain question as defined under the “Pain Assess-
ment” section of the questionnaire, the outcome of new frequent
knee pain was defined as a knee without frequent knee pain at
baseline but with frequent knee pain at the 48-month visit. To be
explicit, the question focused on frequent knee pain, not any
knee pain.

Improved frequent knee pain. The outcome of improved
frequent knee pain was similarly defined using the frequent knee
pain question. Specifically, improvement was defined as a knee
having frequent knee pain at baseline but not at the 48-month
visit.

Medial JSN worsening. The outcome of medial JSN wors-
ening was defined as an increase in medial JSN score from base-
line to the 48-month visit, including within-grade worsening (17).
We chose to evaluate JSN worsening in the medial compartment,
as most of the loading within a knee passes through the medial
tibiofemoral compartment.

K/L grade worsening. The outcome of K/L grade worsen-
ing was defined as an increase in the K/L radiographic severity
grade over the same time period. For all outcomes, if data from
the 48-month visit were not available, data from the 36-month
visit were carried forward, which occurred for 8% of the
participants.

Statistical analysis. We performed unadjusted and
adjusted knee-based logistic regression analyses, using general-
ized estimating equations to account for correlation within person
(18), in which the predictor was walking for exercise. Walking for
exercise was defined dichotomously (walkers versus non-
walkers).
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For the 4 outcome measures (new frequent knee pain,
improved frequent knee pain, medial JSN worsening, and K/L
grade worsening), adjusted analyses included age, sex, and
baseline K/L grade as covariates. For the pain analyses, we
excluded knees that already had the outcomes of interest from
those respective analyses (e.g., those with baseline frequent knee
pain were excluded from new frequent knee pain analyses). We
included knees with K/L grade 4 and medial JSN grade 3 in the
structural analyses, since, for these knees, they still had the
potential of requiring an interval knee replacement, which would
have allowed for the outcomes of K/L grade worsening and
medial JSN worsening, respectively. We also performed analyses
stratified by baseline age (age 50–59 years, age 60–69 years, and
age 70–79 years) to address the possibility of reverse causation.
Finally, we examined the frequency of each outcome among
walkers and non-walkers stratified by knee static alignment (varus,
neutral, or valgus). No statistical analyses stratified by alignment
were performed, because of a limited sample size in some strata.
The prospective protocol describing the statistical analysis plan for
this study is provided in the Supplementary Statistical Analysis
(available on the Arthritis & Rheumatology website at https://
onlinelibrary.wiley.com/doi/10.1002/art.42241).

Because data on walking were missing for some partici-
pants, we performed a simplistic nonresponder imputation sensi-
tivity analysis. We used a best case imputation and worst case
imputation to provide a manual “extreme case,” in which all those
who had missing data on walking status were assumed to be
walkers in one imputation and assumed to be non-walkers in
another imputation.

RESULTS

Of the original 4,796 participants enrolled in the Osteoarthri-
tis Initiative, 549 were younger than age 50 years at the time of
the baseline visit, leaving 4,247 participants. Of these, 267 had
missing baseline radiographs, leaving 3,980 participants who
were evaluated for evidence of radiographic knee OA at the base-
line visit. Of these, 1,624 did not have evidence of radiographic
knee OA, leaving 2,356 participants considered eligible to have
been surveyed at the 96-month visit, which we refer to as the
“intent-to-survey” group. Of the 2,356 in the “intent-to-survey”
group, 417 participants attended the 96-month visit prior to the
date at which the Historical Physical Activity Survey Instrument
was first administered within the Osteoarthritis Initiative, leaving
1,939 participants; 346 participants did not attend the 96-month
visit at all, leaving 1,593 participants. Of these, 337 people
attended the 96-month visit when the survey was being adminis-
tered but chose not to complete the questionnaire, leaving
1,256 participants for whom we had exposure data and who
were considered eligible to participate in this study. Of these,
44 did not have follow-up radiographs, leaving a total of 1,212

participants. Figure 1 illustrates how we arrived at the sample that
was included in our study.

Among the 1,212 participants (who contributed 1,808 knees
for assessment), 887 (73%) reported walking for exercise. In total,
45% of participants were male, the mean ± SD age was 63.2
± 7.9 years, and the mean ± SD body mass index was 29.5
± 4.6 kg/m2 (Table 1).

Knee-based descriptors at baseline were assessed in this
Osteoarthritis Initiative sample. We observed that 64%, 29%,
and 7% of participants had K/L radiographic knee OA severity
grades of 2, 3, and 4, respectively, 65% of participants had some
medial JSN, and 37% of participants reported having frequent
knee symptoms. Rates of total knee replacement over the
48-month follow-up period were similar between those who
walked for exercise and those who did not walk for exercise
(Table 1). For 151 participants (12.6%), 36-month follow-up data
instead of 48-month data were used. The characteristics of the
participants who were not included in the study were similar to
those who were included (see Supplementary Table 1, available
on the Arthritis & Rheumatology website at https://onlinelibrary.
wiley.com/doi/10.1002/art.42241).

Participants with knee OA who walked for exercise had a
40% decreased odds of new frequent knee pain compared to

Figure 1. Flow diagram showing the eligibility criteria applied to the
cohort and the sample size identified for final analysis of the effects of
walking for exercise among a subset of individuals with knee osteoar-
thritis from the Osteoarthritis Initiative cohort.
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Table 1. Characteristics of the included participants with knee OA from the Osteoarthritis Initiative cohort at baseline
and 48 months, among non-walkers, walkers, and in total*

Time point, characteristic Non-walkers Walkers All participants

Baseline
Person-based characteristics
No. of participants 325 887 1,212
Age, mean ± SD years 64.5 ± 8.3 62.7 ± 7.7 63.2 ± 7.9
Male sex 167/325 (51) 381/887 (43) 548/1,212 (45)
Body mass index, mean ± SD kg/m2 30.2 ± 4.6 29.2 ± 4.6 29.4 ± 4.6
Estimated total no. of days of walking

for exercise after age 50 years
Minimum 0 13 –

25th percentile 0 337 –

Median 0 845 –

75th percentile 0 1,417 –

Maximum 0 2,100 –

Knee-based characteristics
No. of participants 503 1,305 1,808
OA severity by K/L grade
Grade 2 284/503 (56) 869/1,305 (67) 1,153/1,808 (64)
Grade 3 175/503 (35) 354/1,305 (27) 529/1,808 (29)
Grade 4 44/503 (9) 82/1,305 (6) 126/1,808 (7)

Medial JSN grade
Grade 0 151/503 (30) 487/1,305 (37) 638/1,808 (35)
Grade 1 173/503 (34) 475/1,305 (36) 648/1,808 (36)
Grade 2 144/503 (29) 293/1,305 (22) 437/1,808 (24)
Grade 3 35/503 (7) 50/1,305 (4) 85/1,808 (5)

Frequent knee symptoms 223/503 (44) 453/1,305 (35) 676/1,808 (37)
Static alignment
No. of participants 418 1,066 1,484
Varus 227/418 (54) 480/1,066 (45) 707/1,484 (48)
Neutral 129/418 (31) 407/1,066 (38) 536/1,484 (36)
Valgus 62/418 (15) 179/1,066 (17) 241/1,484 (16)

48 months, knee-based characteristics
Frequent knee symptoms 233/503 (46) 496/1,305 (38) 729/1,808 (40)
Knee replacement 27/503 (5) 50/1,305 (4) 77/1,808 (4)

* Except where indicated otherwise, values are the number/total number (%) of participants. OA = osteoarthritis;
K/L = Kellgren/Lawrence; JSN = joint space narrowing.

Table 2. Prevalence and odds of outcomes according to worsened or improved status among walkers versus non-
walkers with knee OA*

Prevalence of
outcome,

no./total (%)

Unadjusted
odds ratio
(95% CI)

Adjusted
odds ratio
(95% CI)†

Worsened outcome
New frequent knee pain
Non-walkers 103/280 (37) Referent Referent
Walkers 223/852 (26) 0.6 (0.4–0.8)‡ 0.6 (0.4–0.8)‡

Worsening of K/L OA severity grade
Non-walkers 105/503 (21) Referent Referent
Walkers 234/1,305 (18) 0.8 (0.6–1.1) 0.8 (0.6–1.1)

Worsening of medial JSN grade
Non-walkers 137/503 (27) Referent Referent
Walkers 281/1,305 (22) 0.7 (0.6–1.0)‡ 0.8 (0.6–1.0)‡

Improved outcome
Improved frequent knee pain
Non-walkers 93/223 (42) Referent Referent
Walkers 180/453 (40) 0.9 (0.7–1.3) 0.8 (0.6–1.2)

* Each outcome was assessed for its presence versus absence (yes/no) in walkers relative to non-walkers.
OA = osteoarthritis; 95% CI = 95% confidence interval; JSN = joint space narrowing.
† Adjusted for age, sex, and baseline Kellgren/Lawrence (K/L) grade.
‡ Statistically significant at P < 0.05.
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non-walkers, with an adjusted odds ratio (OR) of 0.6 (95% CI 0.4–
0.8) (Table 2). The adjusted OR for the outcome of medial JSN
progression in walkers compared to non-walkers was 0.8 (95%
CI 0.6–1.0) (Table 2). The other 2 outcomes, worsening of K/L
grade and improved frequent knee pain, did not show statistically
significant increased odds of occurring in walkers compared to
non-walkers.

Results of stratified analyses based on age groups were sim-
ilar to those observed in the whole group for all ages, and did not
provide any suggestion of reverse causation (data not shown). In
sensitivity analyses based on the assumption that all participants
who had missing data on walking were non-walkers, the results
were similar to those in the primary analysis (see Supplementary
Table 2, available on the Arthritis & Rheumatology website at
https://onlinelibrary.wiley.com/doi/10.1002/art.42241). In analy-
ses based on the assumption that all participants who had miss-
ing data on walking were walkers, the results were also similar,
though the point estimates for medial JSN grade worsening were
closer to 1 and no longer statistically significant (see Supplemen-
tary Table 3, available on the Arthritis & Rheumatology website
at https://onlinelibrary.wiley.com/doi/10.1002/art.42241). Impor-
tantly for the outcome of new frequent knee pain, the finding
was robust in both imputation models.

In stratified analyses based on static knee alignment
(Table 3), walkers with varus alignment less frequently developed
new frequent knee pain compared to non-walkers in this group
(28% versus 39%), and fewer walkers with varus alignment expe-
rienced K/L grade worsening (20% versus 26%) and medial JSN
grade worsening (31% versus 39%) compared to non-walkers
with varus alignment. In the group of participants with neutral
static alignment, walkers less frequently developed new frequent
knee pain (23% versus 36%) and more frequently experienced
improved frequent knee pain (47% versus 38%) compared to
non-walkers. However, among those with neutral alignment,
walkers more frequently experienced medial JSN worsening
(17% versus 11% of non-walkers). Interestingly, walkers with

valgus alignment more frequently had K/L grade worsening
(20% versus 15%) and less frequently had improved frequent
knee pain (35% versus 48%) than non-walkers with valgus align-
ment. Thus, there did appear to be a potentially differential effect
of walking for exercise based on knee static alignment.

DISCUSSION

Findings from our study support the idea that walking is ben-
eficial in patients with knee OA, in terms of both structural modifi-
cations and symptom improvements. Specifically, we found that
those who walked for exercise were less likely to develop new fre-
quent knee pain; however, we found no relationship between
walking and improvement in frequent knee pain. Hence, it may
be especially beneficial to advise people to walk for exercise to
help prevent the onset of frequent knee pain. These findings also
offer the first reported evidence that walking may be an effective
treatment to slow the structural progression of knee OA. Our find-
ings highlight the possibility that biomechanical interventions may
hold the key to the elusive treatments in this disease and might
provide benefit in alleviating the structural progression and symp-
toms of OA. This is potentially an important paradigm shift in the
field of OA research.

To our knowledge, this is the first study to explore the effects
of walking stratified by knee static alignment. Specifically, we
observed that walking might be related to less symptomatic and
structural progression among knees with varus alignment (48%
of cohort), less symptomatic progression among knees with neu-
tral alignment (36% of cohort), and possibly little benefit among
knees with valgus alignment (16% of cohort). Previous studies
have yielded a wealth of data indicating that knee OA is largely
biomechanically driven (15,19–27), and therefore it is not surpris-
ing that we found that static alignment could be an important
effect measure modifier in evaluating the association between
walking and knee OA progression. It will be important to replicate
these analyses in other epidemiologic studies with larger groups

Table 3. Frequency of outcomes among walkers versus non-walkers with knee OA stratified by static alignment*

Varus knees Neutral knees Valgus knees

New frequent knee pain
Non-walkers 47/120 (39) 28/77 (36) 9/31 (29)
Walkers 82/290 (28) 60/266 (23) 40/122 (33)

Worsening of K/L OA severity grade
Non-walkers 59/227 (26) 13/129 (10) 9/62 (15)
Walkers 97/480 (20) 58/407 (14) 35/179 (20)

Worsening of medial JSN grade
Non-walkers 88/227 (39) 14/129 (11) 3/62 (5)
Walkers 149/480 (31) 69/407 (17) 16/179 (9)

Improved frequent knee pain
Non-walkers 43/107 (40) 20/52 (38) 15/31 (48)
Walkers 74/190 (39) 66/141 (47) 20/57 (35)

* Values are the number/total number (%) of participants. Each outcome was assessed for its presence versus
absence (yes/no) in walkers relative to non-walkers. OA = osteoarthritis; K/L = Kellgren/Lawrence; JSN = joint space
narrowing.
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of subjects with knee OA stratified according to neutral alignment
versus valgus alignment to confirm these findings.

As supported by our study, the current guidelines advocate
that walking is beneficial for knee OA. Investigators who con-
ducted a systematic review to inform the 2018 Physical Activity
Guidelines for Americans (28) reported that, while there is moder-
ate evidence of the safety of walking for exercise involving up to
10,000 steps/day, there is limited evidence to indicate that walk-
ing more than 10,000 steps/day may adversely affect knee OA
progression (29). It is unclear if our findings address those con-
cerns, since we focused on walking for exercise, and fewer than
14% of participants in a US-based cohort, similar to the Osteoar-
thritis Initiative, exceeded 10,000 steps/day (30). There are 2mod-
erate to large-sized epidemiologic studies, including those with
and those without knee OA, suggesting harmful outcomes related
to walking (31,32). These studies used step counts from activity
monitors over 7 days to quantify daily step counts. This is the
standard method of using physical activity monitoring data; how-
ever, this is potentially problematic as the exposure ascertainment
time frame is very short and not specific to walking for exercise,
and people are known to modify their activity when they know
they are being monitored. Thus, these measures may not be a
true reflection of the amount people walk for exercise over an
extended time. In our study, we used a retrospective, self-
reported measure of walking. While our measurement method
has limitations due to recall bias, a benefit to our method of ascer-
taining walking is that it provides an average amount of data on
walking for exercise over a much longer time period.

There are some limitations to our study. This is an observa-
tional study wherein the walkers were self-selected. There is the
possibility that the association observed may result from reverse
causation; people might walk more because they have less
severe knee OA, as opposed to the possibility that walking is pro-
tective against progression of OA. We performed age-stratified
analyses in which the findings were similar to those obtained in
the whole group, making this possibility of reverse causation less
likely, based on the idea that people self-selected walking for
exercise; if the situation of reverse causation existed, then those
who had knee pain at a younger age when they did walk would
presumably stop over time because they had pain, which was
not observed in our study.

Another limitation is that, as mentioned previously, the walk-
ing exposure was ascertained retrospectively, which raises con-
cerns about recall bias. Beyond the idea that people had to think
back over their life to estimate their walking exposure, the addition
of the Historical Physical Activity Survey Instrument was part of an
ancillary study to the main Osteoarthritis Initiative study, and
therefore the ascertainment of the exposure of physical activity
was performed after the outcomes of interest. Admittedly, this is
not ideal; however, since the participants were reviewing their life-
time of physical activity, which was already a retrospective activ-
ity, it is less likely that the timing of the administration of the

instrument detracts from the observed findings. Of important
note, participants were unaware of our specific study questions
when they completed the surveys, making the retrospective
aspects of the ascertainment less likely to impact our results.

Another limitation of our study is that it used participants who
had radiographic knee OA and who were ages 50 years and
older. Therefore, it is not clear if these results would apply to those
without OA and those in younger age groups.

Finally, because of the nature of the cohort, static knee align-
ment was not ascertained at the same time for all participants.
However, static alignment is unlikely to change rapidly over time.
Future studies should make a particular effort to assess static
alignment at the baseline evaluations.

This study only addresses walking for exercise. It does not
address the situation of compulsory walking, such as occupa-
tional walking (e.g., mail carriers) or walking for transportation.
Although the study assesses walking for exercise over several
years, it was based on self-report, not step counts from an activity
monitor; thus, specific statements about extremely high expo-
sures to walking cannot be made.

In conclusion, the findings from our study provide a glimmer
of hope that there may be an inexpensive intervention that mod-
ifies the structure and symptoms related to knee OA, the most
common type of arthritis and a source of substantial disability. Cli-
nicians should encourage patients to walk and consider in-person
or web-based walking programs, such as “Walk with Ease,”
which has demonstrated durable benefits over 1 year (33,34).
Our findings support recommendations by professional societies
that walking for exercise should be encouraged. Beyond a benefit
in terms of alleviating the symptoms of knee OA, the findings from
our study also suggest that walking may also provide a structural
benefit for a large portion of the community with OA. A random-
ized controlled trial of walking in those with knee OA stratified by
alignment is warranted.
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The Relationship of Pain Reduction With Prevention of Knee
Replacement Under Dynamic Intervention Strategies

S. Reza Jafarzadeh,1 Tuhina Neogi,1 Daniel K. White,2 and David T. Felson1

Objective. Knee replacement (KR) rates are increasing exponentially in the US and straining insurance budgets.
This study was undertaken to investigate how many KRs would be prevented at different levels of pain improvement,
a major target of osteoarthritis (OA) trials.

Methods. We used data from the Osteoarthritis Initiative (OAI) to emulate a trial of knee pain interventions on KR
risk changes. We modeled hypothetical 1-, 2- or 3-unit reductions of the Western Ontario and McMaster Universities
Osteoarthritis Index (WOMAC) pain subscale whenever a person reported a pain score of ≥5 (of 20) in an affected knee
at any clinic visit. We used causal inference–based targeted learning to estimate treatment effects for hypothesized
pain intervention strategies adjusted for time-dependent confounding. Sensitivity analyses assessed interventions at
WOMAC pain scores of ≥4 and ≥7.

Results. Of the 9,592 knees studied (n = 4,796 participants; 58.5% female; baseline age 61.2 years), 40.7% expe-
riencedWOMAC pain scores of ≥5. The estimated knee-level (reference) risk of a KR, adjusted for loss to follow-up and
death, was 6.3% (95% confidence interval 5.0, 7.7%) in the OAI. Reductions of WOMAC pain scores by 1, 2, or 3 units
decreased the KR risk from 6.3% to 5.8%, 5.3%, and 4.9%, respectively. Larger reductions in KR risk were achieved
when interventions were applied at a WOMAC pain score of ≥4.

Conclusion. Modest pain reductions from OA interventions would substantially reduce the number of KRs, with
greater reductions achieved when pain decreased more and when interventions were introduced at lower pain levels.

INTRODUCTION

Rates of knee replacement (KR), which are primarily per-

formed for osteoarthritis (OA) when medical and rehabilitative

remedies fail, are rising in the US and worldwide (1,2). The Global

Burden of Disease (GBD) reports OA as a leading cause of disabil-

ity and the most common form of arthritis that affects ~91.2

million adults in the US (3). The rising rates of obesity and aging

in the population will only exacerbate the need for a KR, which is

expected to overwhelm the US health care system in the coming

decades. Painful knee OA affects ~4.9% of the American popula-

tion ages 26 and over and 16.7% of those ages 45 and above

(4,5). Randomized trials testing the efficacy of OA treatments

often consider pain improvement as the primary efficacy target

(6–10). It is uncertain, however, what amount of pain improve-

ment would be needed to ultimately reduce the risk of a KR.
Studying the amount of pain reduction needed to affect KR

rates through trials is problematic for a variety of reasons beyond

the prohibitive sample size and costs of using KR as an outcome

in trials. Trials often assess short-term interventions, and treat-

ment assignment in trials is often based on a one-time randomiza-

tion that does not allow treatment modification or switching in

response to the observed course of a disease. This is especially

problematic for the assessment of long-term interventions for

conditions such as chronic knee pain in OA. Patient characteris-

tics may change over time, violating the balance of confounders

among intervention groups achieved with the initial randomiza-

tion. Further, a substantial proportion of trial participants may
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switch to another intervention strategy given a change in health
status or disease progression.

One approach to addressing these challenges is through the
use of a multistep sequential study that allows participants to be
reassigned to a different treatment level or strategy as their health
status changes over time (11). Observational studies are uniquely
positioned to address the long-term assessment of dynamic
intervention strategies for chronic or progressive conditions (12).

In this study, we used data from an observational cohort to
examine whether a strategy that reduced pain when the knee pain
of participants reached a certain threshold could reduce the risk
of a KR and, if so, by how much. We did not examine one specific
treatment but rather assessed intervention strategies that led to a
prespecified reduction in pain. We used causal inference–based
methods to provide an assessment of several long-term pain
intervention strategies, in which hypothetical intervention deci-
sions were tailored to a patient’s evolving characteristics.

MATERIALS AND METHODS

Setting. We included data from the Osteoarthritis Initiative
(OAI), a National Institutes of Health–sponsored multicenter longi-
tudinal cohort of persons with or at risk of knee OA. The included
OAI study visit data were from baseline, 12 months, 24 months,
36 months, 48 months, 72 months, and 96 months, which con-
sisted of clinical, radiographic, and medication data.

Measurements. Our study outcome measure was defined
as an incident KR (either total or partial) recorded in the OAI by med-
ical reports or radiographic adjudication. Our study exposure that
was used to define “hypothetical interventions” was based on knee
pain quantified by the Western Ontario and McMaster Universities
Osteoarthritis Index (WOMAC) pain subscale (13) at each visit.
The term “intervention” in the context of our analytical method refers
to any hypothetical treatment that reduces WOMAC pain
(e.g., medication, physical activity, weight loss, etc.).

Covariates consisted of the following: demographic
characteristics; body mass index; Kellgren/Lawrence grade (14);
WOMAC stiffness and function scores; objective functional perfor-
mance measures of chair stand time; 20- and 400-meter walk
tests; malalignment; Charlson comorbidity index; Center for Epi-
demiologic Studies Depression scale (15); Physical Activity Scale
for the Elderly score (16); knee injury, hip pain, or stiffness in the
past 12 months; family history of a knee or a hip replacement; reg-
ular use of prescription nonsteroidal antiinflammatory drugs
(NSAIDs) or cyclooxygenase 2 inhibitors in the past 12 months;
and regular use of prescription opioids in the past 12 months.
The regular use of a prescription pain medication for a given OAI
study visit was determined based on the Medical Inventory Form,
in which duration of use (up to 12 months prior to a given OAI
study visit) and use frequency (i.e., regular versus as needed) were
recorded.

Analytical approach.We summarized the study sample’s
baseline characteristics by frequencies for binary and categorical
variables and by distribution summaries of continuous variables.
We used the causal inference–based method of targeted learning
(17,18) to estimate the effect of “following an intervention strat-
egy” (19). Interventions were dynamic based on time-evolving
patient characteristics (20). Specifically, at an examination in
which an OAI participant’s knee attained a pain score that trig-
gered the intervention, the patient hypothetically received it. All
knees in the OAI were included in the analyses. The intervention
protocol was specified as hypothetical pain intervention strategies
consisting of knee pain reduction by 1, 2, or 3 units on a 0–20
WOMAC pain subscale for an individual with a painful knee at a
given OAI study visit (i.e., an intervention decision point). We
chose these hypothetical levels of pain reduction for several rea-
sons. The minimal clinically important difference or improvement
for pain varies by the circumstances (e.g., KR versus medical
treatment) and by study. For example, Angst et al (21) suggested
values ~8–10% of the scale that corresponds to a reduction in
pain of ≥2 in our study, which uses the 0–20 scale. Further, a KR
would be unlikely to be carried out in those with low pain levels;
thus, we implemented interventions whenever knee pain reached
or exceeded a score of 5 (of 20).

Our initial goal was to estimate the risk of a KR based on
observed WOMAC pain data without any hypothetical interven-
tion, which we shall label the “reference risk.” We then aimed to
quantify how much this reference risk would have changed if we
could hypothetically intervene and reduce WOMAC pain. There-
fore, at each intervention decision point, an intervention could
change according to a patient’s knee pain level (Figure 1). Let
us assume that an OAI participant presented with knee pain at
≥1 clinic visit. Our goal was to compare the participant’s
observed real-world outcome (i.e., KR risk) with the outcome if
we had intervened to reduce knee pain (by any means such as
pain medication, physical activity, weight loss, etc.) whenever

Figure 1. Schematic of the study design. The top row depicts
observed data in which no (hypothetical) intervention was applied.
The bottom row depicts the same knees, but hypothetical interven-
tions were applied if knees experienced pain scores of ≥5 on the
Western Ontario and McMaster Universities Osteoarthritis Index
(WOMAC) subscale. The risk of knee replacement was compared
between the hypothesized intervention strategy and observed data.
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the knee pain level was ≥5 on the WOMAC subscale. In sensitiv-
ity analyses, we further tested intervention strategies in which a
hypothetical pain intervention was triggered at WOMAC pain

cutoff points of ≥4 and ≥7 to allow us to compare KR risk if we
were to initiate or maintain knee pain interventions at lower or
higher levels of pain.

Table 1. Baseline patient characteristics of the OAI knee-level study data (n = 9,592 knees)*

Baseline characteristic Mean

Age, years 61.2 ± 9.2
Female sex, no. (%) 5,608 (58.5)
Race, no. (%)
White (Ref.) 7,580 (79.1)
African American 1,748 (18.2)
Asian 90 (0.9)
Other 164 (1.7)

Education level, no. (%)
Less than high school graduate (Ref.) 336 (3.5)
High school graduate 1,214 (12.8)
Some college 2,292 (24.1)
College graduate 2,002 (21.1)
Some graduate school 794 (8.3)
Graduate degree 2,872 (30.2)

Income level, no. (%)
<$10K (Ref.) 320 (3.6)
$10K to <$25K 908 (10.2)
$25K to <$50K 2,270 (25.6)
$50K to <$100K 3,220 (36.3)
≥$100K 2,150 (24.2)

Marital status, no. (%)
Married (Ref.) 6,356 (66.8)
Widowed 768 (8.1)
Divorced 1,358 (14.3)
Separated 172 (1.8)
Never married 856 (9.0)

BMI, kg/m2 28.62 ± 4.84
K/L grade, no. (%)
0 (Ref.) 3,448 (38.5)
1 1,597 (17.8)
2 2,374 (26.5)
3 1,239 (13.8)
4 295 (3.3)

Alignment, no. (%)
Neither (Ref.) 2,770 (29.7)
Varus 2,522 (27.1)
Valgus 4,026 (43.2)

Charlson comorbidity index 0.39 ± 0.84
WOMAC pain score 2.4 ± 3.3
WOMAC stiffness score 1.5 ± 1.7
WOMAC disability score 8.1 ± 11.0
Chair stand time, seconds† 11.55 ± 3.98
20-meter walk test, meter/second† 29.40 ± 4.05
400-meter walk time, seconds 307.06 ± 57.38
Total walked distance in 400-meter walk test, meters 397.79 ± 22.62
CES-D score 6.6 ± 7.0
PASE score 160.8 ± 82.5
History of a knee injury with walking difficulty for ≥2 days, no. (%) 2,584 (27.2)
Hip pain, aching, or stiffness in past 12 months, no. (%) 3,951 (41.3)
Family history of knee replacement, no. (%) 1,326 (14.0)
Family history of hip replacement, no. (%) 858 (9.1)
Regular user of prescription NSAIDs or COX-2 inhibitors in past 12 months, no. (%) 392 (4.1)
Regular prescription opioids use in past 12 months, no. (%) 22 (0.2)

* Except where indicated otherwise, values are the mean ± SD. OAI = Osteoarthritis Initiative; BMI = body mass
index; K/L = Kellgren/Lawrence scale; WOMAC = Western Ontario and McMaster Universities Osteoarthritis Index;
CES-D = Center for Epidemiologic Studies Depression scale; PASE = Physical Activity Scale for the Elderly;
NSAIDs = nonsteroidal antiinflammatory drugs; COX-2 = cyclooxygenase 2.
† Average across 2 trials.
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Estimating the effect. Targeted learning (22,23) is a semi-
parametric statistical method in which a potential misspecification
of either the outcome model or the exposure-based model can
still yield a consistent estimate of the treatment effect. In this
regard, targeted learning (24) has advantages over traditional
parametric regression–based models (25). Other strengths of tar-
geted learning have been noted (26). We followed the method
proposed by Díaz (27), in which we computed a statistical esti-
mand, referred to as a longitudinal modified treatment policy,
which relies on the observed value of an exposure (i.e., in the
absence of an intervention) to measure treatment effect for an
intervention strategy.

Targeted learning–based estimation of the treatment effect
to reduce the risk of KR allowed us to adjust for both time-
dependent confounding and selection bias due to informative
censoring because of loss to follow-up or death in the OAI
cohort. We considered the time sequence of exposure, out-
come, and confounders across all OAI visits such that any
intervention decision point was adjusted for the preceding con-
founders. Time-dependent confounding adjustment avoided
the bias of adjusting for intermediate factors (28). Missing data
were imputed using R’s mice library (29), which implemented
the multiple imputation by chained equations approach using a
random forest algorithm (30).

Our analytical approach included several specific steps. We
first calculated the risk of KR for a knee in the OAI cohort under
a “no-intervention” strategy (i.e., the reference risk) in all knees
regardless of pain score. If there was no loss to follow-up or death
in the OAI cohort, the reference risk would have equaled the
observed proportion of KR among all knees. By accounting for
loss to follow-up and death, the reference risk for a KR in the
OAI cohort was estimated using observed data without pain
modification (i.e., no-intervention strategy).

In the second step of our analysis, we compared this refer-
ence risk of a KR with those under hypothetical intervention strat-
egies of reducing pain to estimate the treatment effect. We
adjusted for the following fixed confounders: sex, race, education,
family history of knee or hip replacements, and income variables
from baseline visit. For time-dependent confounding, adjustment
at each study visit used the lagged-variables approach (31–33),
in which measurements from the preceding visit (or from the cur-
rent visit if the variable was defined based on an event before the
current visit) were included. For example, at the 36-month visit,
time-dependent confounding factors included NSAIDs and an
opioid use variable from the 36-month visit, because it was ascer-
tained by a questionnaire on pain medication use in the 12months
preceding the 36-month visit. This ensured that confounding
measurements preceded the WOMAC pain assessment during

Table 2. Knee-level distributions of time-varying exposure and frequencies of loss to follow-up and death across
visits in the OAI cohort*

Knee pain WOMAC score, mean ± SD (median)

OAI visit All knees
Knees with

WOMAC pain scores ≥5
Loss to follow-up,
no. participants

Death, no.
participants

Baseline 2.4 ± 3.3 (1.0) 7.9 ± 2.9 (7.0) N/A N/A
12 months 2.1 ± 3.2 (1.0) 7.8 ± 2.8 (7.0) 0 16
24 months 2.1 ± 3.1 (1.0) 7.7 ± 2.8 (7.0) 125 24
36 months 2.1 ± 3.1 (1.0) 7.9 ± 2.9 (7.0) 104 30
48 months 2.1 ± 3.1 (1.0) 7.9 ± 2.9 (7.0) 116 21
72 months 2.2 ± 3.2 (1.0) 7.8 ± 2.9 (7.0) 420 65
96 months N/A N/A 176 76

* N/A = not applicable in this study due to time precedence of time-dependent confounders, time-varying expo-
sure, and outcome (see Table 1 for other definitions).

Table 3. Estimated knee-level risk of a KR in the OAI cohort under dynamic intervention strategies of pain reduction*

Pain
intervention
strategy† Risk ratio (95% CI)

Absolute risk by
following a strategy, %

(95% CI)
Risk difference, %

(95% CI)‡

No. KRs
prevented by
following a
strategy§

1 0.91 (0.88, 0.95) 5.8 (4.5, 7.1) 0.6 (−0.8, −0.4) 55
2 0.84 (0.76, 0.92) 5.3 (3.8, 6.8) 1.0 (−1.6, −0.5) 101
3 0.77 (0.64, 0.92) 4.9 (2.7, 7.0) 1.5 (−2.4, −0.6) 142

* 95% CI = 95% confidence interval (see Table 1 for other definitions).
† Pain reduction by 1, 2, or 3 units on the WOMAC subscale whenever a knee pain score was ≥5.
‡ Reference risk = 6.3%.
§ Total number of knees = 9,592; total number of knee replacements (KRs) = 528.
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the 36-month visit. We created 3 different models, one in which
the strategy assumed a reduction of 1 WOMAC point when pain
reached a score of ≥5, a second in which it assumed a reduction
of 2, and a third in which it assumed a reduction of 3.

Finally, we calculated an E-value to quantify the potential
effect of unmeasured or residual confounding on our estimated
effect sizes (34). A large E-value suggests that it would be unlikely
that an unknown or unmeasured factor could exist at a magnitude
necessary to totally explain away (i.e., nullify) our estimated
effect size.

RESULTS

The baseline characteristics of our study sample that
included 9,592 knees from 4,796 OAI participants are summa-
rized in Table 1. The outcome of KR was observed in 5.5% of
knees (528 of 9,592) after the baseline visit (i.e., no OAI participant
had a KR at baseline). The reference risk of KR in the OAI
(i.e., estimated mean population of KR outcome under a no-
intervention strategy), after adjustment for loss to follow-up and
death, was estimated to be 6.3% (95% confidence interval [95%
CI] 5.0, 7.7%).

In the OAI, 40.8% of knees (3,911 of 9,592) experienced pain
that reached or exceeded 5 on the WOMAC pain scale at ≥1
study visit (with a median of 2 study visits, mean 2.4 [range 1–6
visits]) during follow-up; thus, these knees were subject to hypo-
thetical pain interventions. In total, there were 57,552 instances
(i.e., intervention decision points), in which a knee in the OAI study
sample was assessed for pain to see if it reached or exceeded the
threshold (i.e., 5 of 20 on WOMAC pain subscale) that we set for
the hypothetical intervention (i.e., 9,592 knees × 6 follow-up
visits = 57,552). Of these, the knee pain level reached or
exceeded 5 on the WOMAC scale in 9,509 instances (16.5%)
across all visits; therefore, knee pain level was hypothetically
reduced by 1, 2, or 3 WOMAC units in these instances. Table 2
presents distributions of WOMAC pain across our study sample’s
OAI visits for all knees and those with WOMAC pain scores of ≥5.

The risk of KR in the OAI using our strategies to reduce pain
by 1, 2, or 3 WOMAC pain units in knees with a WOMAC pain
score of ≥5 was reduced from 6.3% to 5.8%, 5.3%, and 4.9%,
respectively. Estimated treatment effects corresponding to our
estimands for pain reduction strategies of 1, 2, and 3 units on
the WOMAC scale suggest a risk ratio of 0.91, 0.84, and 0.77,
respectively. Table 3 presents the number of KRs that could have
been prevented if OAI participants followed the corresponding
intervention strategies, compared to observed data representing
no modification in pain.

In sensitivity analyses, we investigated interventions trig-
gered at WOMAC pain scores of ≥4 and ≥7. Findings were con-
sistent with the primary analyses, except that larger reductions in
KR risks were observed in strategies that triggered an intervention
at a lower WOMAC pain level (i.e., WOMAC pain score ≥4)

(see Supplementary Table 1, on the Arthritis & Rheumatology

website at https://onlinelibrary.wiley.com/doi/10.1002/art.42272).
Sensitivity analyses to estimate the strength of a potential

unmeasured confounder needed to nullify our estimated risk
ratios for the intervention strategies showed E-values of 1.42,
1.67, and 1.92 for pain reduction of 1, 2, and 3 units on the
WOMAC scale, respectively. This means that, for example, using
the strategy of reducing WOMAC pain by 1 unit, an unmeasured
factor must have a minimum risk ratio of 1.42 beyond those
already adjusted for in the analysis to nullify our estimated effect
size of 0.91. This suggests that as pain reduction increases, sub-
stantial unmeasured confounding above and beyond confound-
ers already adjusted for in our analyses would be needed for our
estimated effect measure confidence intervals to include the null.

DISCUSSION

By testing hypothetical pain intervention strategies, we found
that the absolute long-term risk of a KR decreased from 6.3% to
≥5.8% when pain interventions that actually reduced pain were
applied as knee pain reached ≥5 on the WOMAC pain subscale
(translating into 6 KRs avoided per 1,000 painful knees). As knee
pain affects millions of Americans, and given the rising burden of
KR in the US that is accompanied by growing obesity rates and
an aging population, these findings suggest that developing
long-term intervention strategies to successfully address chronic
knee pain will have significant but modest public health and eco-
nomic benefits.

Our study is the first to quantify the long-term expected risk
of KR for a time-varying (i.e., dynamic) intervention trajectory.
Approaches such as ours have been used for many conditions
(35–38), especially in study settings that are impractical to imple-
ment through randomized trials, such as quantifying the
multidecade-long risk of chronic conditions by modifiable lifestyle
factors (39).

Our tested intervention strategies assumed a fixed reduction
in pain severity. Our approach has parallels with the treat-to-
target approach in rheumatoid arthritis. However, treatments
are inconsistent in their effectiveness. While our analysis man-
dated a specific level of pain reduction, a similar average pain
reduction would yield comparable results. Few studies have
used WOMAC pain scores to quantify the effects of various inter-
ventions and have focused on similar levels of pain reduction. For
example, a meta-analysis of high- versus low-intensity exercise
on OA pain found that, compared to low-intensity exercise, there
was a ~1-unit (point) reduction in WOMAC pain score in the high-
intensity exercise group, but that effect diminished after
40 weeks (40). In a placebo-controlled tanezumab trial evaluat-
ing low doses of tanezumab, participants receiving the active
treatment had an advantage over those receiving placebo and
showed a reduction of 1 WOMAC pain unit (41). In another large
trial of exercise versus education, the difference between groups
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in WOMAC pain scores was 2.5 units (42). If treatments do not
reduce pain by as much as our models assumed, there will be
less reduction in KR risk.

Additionally, we studied reductions in the WOMAC score as
a target of OA interventions, and our results suggest, as noted in
Tubach et al (43), that absolute levels of knee pain at which inter-
ventions are triggered is as important as the extent of pain reduc-
tion to decrease KR risk. Specifically, our findings suggest that the
same extent of pain reduction would diminish KR risk more effec-
tively when triggered at a lower knee pain level, likely due to
patients attaining lower absolute levels of pain.

Our study assessed the relation of long-term pain reduction
to KR risk and tested a hypothetical intervention that reduced
pain. Other studies have addressed specific interventions that tar-
get pain but have not demonstrated a decrease in KRs. For
example, a study on long-term prescription analgesics such as
NSAIDs, cyclooxygenase 2 inhibitors, acetaminophen, salicy-
lates, and narcotics in the OAI cohort showed that analgesic use
was associated with an increased risk of KR (44). The aforemen-
tioned study, however, did not adjust for time-dependent con-
founding and only compared those receiving analgesics at all
time points to those who never received them (which included
both nonpainful knees and painful knees). In contrast, in another
study assessing the effects of prescription NSAIDs on OA pro-
gression in the OAI cohort, pain interventions resulted in a
decreased rate of OA progression defined by joint space width
reduction (45).

Our study cannot rule out the existence of residual con-
founding that may have biased our estimated effect measures.
For example, there may be factors that affect both the receipt
of a pain intervention and the decision to undergo KR. We
implemented an analytical approach that enables time-
dependent confounding adjustment by a comprehensive set of
factors and also quantified the magnitude of extra potential con-
founding needed to nullify our estimated effect sizes. One
advantage of our analytical approach is that it includes more
participants and visits and evaluates real-world patterns of
exposure to treatments, in contrast to models that only com-
pare outcomes of patients who are assumed to be treated at
all time points to those who are untreated during the entire
study period. Few real-world patients would exist in these
extreme levels of interventions across strata of evolving comor-
bidities. Our study did not focus on a specific pain remedy,
and the findings are assumed to be broadly applicable to any
intervention that reduces pain, which could be helpful in future
randomized trials design that target OA pain by medications,
exercise, weight loss (e.g., through bariatric surgery in extremely
obese patients), or future treatments. Our results may be limited
by the modest reduction in pain experienced by those with knee
pain in the OAI cohort. If widely used intervention strategies pro-
duced larger reductions in pain, they would likely have reduced
KR risks to a greater degree.

Approximately 20% of OAI participants were persons of
Black, Asian, or other racial/ethnic backgrounds. There may be
differences in perception, tolerance, or reporting of pain among
different groups, or there may be disparities in KR therapy. The
number of non-White participants in OAI was not large enough
to allow us to generate race-specific estimates of pain intervention
effects on KR risk; therefore, the findings may not be generaliz-
able to other groups.

We note that pain improvement is not the only factor that can
affect KR risk; for example, improvements in function may likely
also impact KR risk. Further, the effect of pain improvement on
KR risk may be mediated by function or other factors. We focused
here on pain improvements as a proof-of-concept illustration of
this type of study design and approach to address clinically rele-
vant questions that are infeasible to address in traditional random-
ized trials.

In conclusion, KR rates are increasing, straining the capacity
of the health care system as well as health care budgets. While tri-
als of potential treatments for OA do not generally have a long
enough follow-up period or sufficient size to evaluate the effect
of pain reduction on KRs, our findings suggest that treatments
with even modest reductions in pain commensurate with current
treatments would substantially decrease KR rates. These data
provide additional strong evidence that effective treatments for
OA are critically needed.
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Clinical images: Huriez syndrome, a rare scleroderma mimic

The patient, a 34-year-old woman, presented with symptoms of tightness in the fingers and the bilateral upper and lower limbs, which she
had experienced since childhood. The patient stated that redness occurred first, followed by puffiness in her fingers and then progressive
tightening of the skin over the hands and feet. She noticed progressive discoloration of her palm and sole and skin thickening and then
desquamation with fissuring over the palmoplantar surface. The patient had a strong family history of similar illness, including 1 brother,
4 of 6 sisters, and her mother, who died in early adulthood. She had no history suggestive of Raynaud’s phenomenon, oral ulcers, photo-
sensitivity, arthritis, or myositis. Skin tightening or darkening was not evident elsewhere on her body. On clinical examination, she was
noted to have scleroatrophy with fissuring of palms (A), shortened digits with multiple contractures in the fingers (B), bilateral symmetric
clubbing (C), and depigmented thickened skin over the palms and soles (D) with surrounding hyperpigmented areas without any nail
changes. Sweating was preserved in the palms and soles. Results of systemic examination were unremarkable. Radiograph of the
hands showed acro-osteolysis with osteopenia. Autoimmune profile and hormone studies were normal. Genetic analysis was not
easily available; however, based on the predominance of these symptoms in the patient’s family and the patient’s clinical profile, a
diagnosis of Huriez syndrome was made. She was started on topical keratolytic agents and counseled regarding prognosis. Huriez
syndrome is an autosomal-dominant genodermatosis characterized by scleroatrophy of the palms and soles, palmoplantar kerato-
derma, and hypoplastic nails. It can mimic scleroderma, as both sclerodactyly and acro-osteolysis are evident, but absence of
Raynaud’s phenomenon is the key feature. Early-onset squamous cell carcinoma in the scleroatrophic area is the most dreaded
complication (1) but was not observed in the patient. Recent studies on families with Huriez syndrome showed heterozygous muta-
tion in the SMARCAD1 gene with a phenotype overlapping with that of Basan syndrome and isolated adermatoglyphia (2).
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Dynamics of Methylation of CpG Sites Associated With
Systemic Lupus Erythematosus Subtypes in a Longitudinal
Cohort

Cristina M. Lanata,1 Joanne Nititham,1 Kimberly E. Taylor,2 Olivia Solomon,3 Sharon A. Chung,2

Ashira Blazer,4 Laura Trupin,2 Patricia Katz,2 Maria Dall’Era,2 Jinoos Yazdany,2 Marina Sirota,2

Lisa F. Barcellos,3 and Lindsey A. Criswell1

Objective. Findings from cross-sectional studies have revealed associations between DNA methylation and
systemic lupus erythematosus (SLE) outcomes. This study was undertaken to investigate the dynamics of DNA
methylation by examining participants from an SLE longitudinal cohort using samples collected at 2 time points.

Methods. A total of 101 participants from the California Lupus Epidemiology Study were included in our analysis.
DNA was extracted from blood samples collected at the time of enrolment in the cohort and samples collected after
2 years and was analyzed using Illumina EPIC BeadChip kit. Paired t-tests were used to identify genome-wide changes
which included 256 CpG sites previously found to be associated with SLE subtypes. Linear mixed models were devel-
oped to understand the relationship between DNA methylation and disease activity, medication use, and sample cell-
type proportions, adjusted for age, sex, and genetic principal components.

Results. The majority of CpGs that were previously determined to be associated with SLE subtypes remained sta-
ble over 2 years (185 CpGs [72.3%]; t-test false discovery rate >0.05). Compared to background genome-wide meth-
ylation, there was an enrichment of SLE subtype–associated CpGs that changed over time (27.7% versus 0.34%).
Changes in cell-type proportions were associated with changes at 67 CpGs (P < 2.70 × 10−5), and 15 CpGs had at
least 1 significant association with immunosuppressant use.

Conclusion. In this longitudinal SLE cohort, we identified a subset of SLE subtype–associated CpGs that remained
stable over time and may be useful as biomarkers of disease subtypes. Another subset of SLE subtype–associated
CpGs changed at a higher proportion compared to the genome-wide methylome. Additional studies are needed to
understand the etiology and impact of these changes on methylation of SLE-associated CpGs.

INTRODUCTION

Systemic lupus erythematosus (SLE) is a heterogeneous
autoimmune disease that affects 1 in 600 women in the US,
and it is among the leading causes of death in young women,
despite modern treatments (1,2). Prior studies suggest that epi-
genetics informs SLE disease heterogeneity and pathophysiol-
ogy. Epigenetics is the study of chromatin modifications,

including DNA methylation, that regulate gene expression and
cell differentiation (3). Changes in methylation of CpG sites within
interferon-responsive genes and regulatory regions of the
genome and in different immune cell types are associated with
SLE risk, disease activity, and specific organ manifestations
such as lupus nephritis (4–9). However, causality of these asso-
ciations cannot be determined given the cross-sectional nature
of previous studies. Furthermore, the stability of CpG
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methylation changes and the prognostic implications for long-
term outcomes remain unclear.

There are many challenges in treating SLE, and there is a lack
of available biomarkers that can be used to accurately predict
clinical outcomes and response to treatment. DNA methylation
in whole blood samples is an attractive biomarker, as samples
can be easily obtained and do not require the isolation of periph-
eral blood mononuclear cells (PBMCs) or cell sorting. Thus, whole
blood DNAmethylation has potential to be easily applied in clinical
practice as a tool for precision medicine. Therefore, understand-
ing the longitudinal stability and variability of the methylome in
SLE patients is fundamental to its utility as a biomarker.

In this study, we investigated the longitudinal trajectory of
DNA methylation in whole blood samples from a diverse multieth-
nic cohort of SLE patients followed up for over 2 years. We had
previously performed an epigenome-wide association study
(EWAS) of all participants from the California Lupus Epidemiology
Study (CLUES) at cohort enrolment (10). We identified 3 patient
subtypes at enrolment in the cohort according to American
College of Rheumatology (ACR) classification criteria and subcri-
teria (11,12). We classified the patients as mild (M), severe
1 (S1), and severe 2 (S2) according to autoantibody pattern and
internal organ involvement and identified 256 CpGs that were sig-
nificantly associated with these subtypes, many of which mapped
to the interferon pathway.

Here, we examined the dynamics of this previously
described DNAmethylation signature as well as the genome-wide
longitudinal trajectory of the methylome in participants from the
CLUES cohort (n = 101). We studied the impact of disease activ-
ity, medication use, cell-type proportions, genetic variation, and
self-reported ethnicity and race on changes in methylation at
CpG sites.

PATIENTS AND METHODS

Subjects. CLUES is a multiracial and multiethnic cohort of
individuals with physician-confirmed SLE. This study was
approved by the Institutional Review Board of the University of
California, San Francisco. Written informed consent was obtained
from all patients prior to participation in the study. Participants
were recruited from the California Lupus Surveillance Project, a
population-based cohort of individuals with SLE living in the
County of San Francisco from 2007 to 2009 (13). Additional par-
ticipants residing in the geographic region were recruited through
local academic and community rheumatology clinics and through
existing local research cohorts. This study included a subset of
101 CLUES participants from the following self-reported races
and ethnicities: White (n = 29), Black (n = 13), Asian (n = 34), His-
panic (n = 22), and other or unspecified (n = 3). Clinical and demo-
graphic characteristics are shown in Supplementary Table 1
(available on the Arthritis & Rheumatology website at http://
onlinelibrary.wiley.com/doi/10.1002/art.42237).

Study procedures involved an in-person research clinic visit
every 2 years including the collection and review of medical
records prior to each visit, a history of SLE and physical examina-
tion conducted by a physician specializing in lupus, collection of
biologic specimens including peripheral blood samples for clinical
and research purposes, and completion of a structured interview
administered by an experienced research assistant. For
the 101 participants, the mean ± SD time between visits was
2.3 ± 0.3 years. All SLE diagnoses were confirmed by study physi-
cians (CML, MD, and JY) according to 1 of the following definitions:
1) meeting ≥4 of 11 ACR revised criteria for the classification of SLE
as defined in 1982 (11) and updated in 1997 (12), 2) meeting 3 of
11 ACR criteria and having a documented rheumatologist’s diag-
nosis of SLE, or 3) a rheumatologist-confirmed diagnosis of lupus
nephritis, defined as having evidence of lupus nephritis on kidney
biopsy. Medication use at the time of blood collection was
recorded. For data analyses, we grouped immunosuppressive
medications into the following categories: biologic treatments (beli-
mumab, abatacept, rituximab), low-dose prednisone (<10 mg),
moderate or high-dose prednisone (>10 mg), antimalarials, calci-
neurin inhibitors, methotrexate and leflunomide, azathioprine,
mycophenolatemofetil, and cyclophosphamide. Self-reported race
and ethnicity data was collected from each study participant.

DNA methylation and quality control. Methylation of
genomic DNA from whole blood samples was profiled using an
Illumina Methylation EPIC BeadChip kit. This chip kit assesses
the methylation level of ~850,000 CpGs in enhancer regions,
gene bodies, promoters, and CpG islands. All subsequent pro-
cessing was conducted using the R minfi package. Signal intensi-
ties were background subtracted using the minfi noob function
and were then quantile normalized (14,15). We removed sites with
a poor detection rate (P > 0.05) in more than 5% of the samples
(1,746 CpG sites). We removed sites where probes were pre-
dicted to hybridize to multiple loci (44,097) and sites on non-
autosomal chromosomes (19,627 CpG sites). We also excluded
91,799 CpGs that have been shown to poorly perform due to
single-nucleotide polymorphisms (SNPs) near probes in diverse
populations (16). Additionally, we removed 3,413 CpGs where
the assay control sample had a variance >0.01 across the
9 plates. After implementing these quality control measures,
720,682 CpGs were included in the analysis.

DNA genotyping.Genotyping of genomic DNA from blood
samples was performed using Affymetrix Axiom Genome-Wide
LAT 1 Array. This genotyping array is composed of 817,810
SNP markers across the genome and was specifically designed
to provide maximal coverage of diverse racial and ethnic popula-
tions, including West Africans, Europeans, and American Indians
(17). Samples were retained with Dish QC ≥0.82. SNP genotypes
were first filtered for high-quality cluster differentiation and 95%
call rate within batches using SNPolisher. Additional quality
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control was performed using Plink. SNPs with an overall call
rate <95% or discordant calls in duplicate samples were
removed. Samples were excluded if there were unexpected dupli-
cates in identity by descent analysis or if the sex was mismatched
between genetic data and self report; 1 sample was retained for
first-degree relatives. All samples had at least 95% genotyping
and no evidence of excess heterozygosity (maximum <2.5*SD).
We tested for Hardy-Weinberg equilibrium and cross-batch associ-
ation for batch effects using a subset of subjects that were of
European ancestry and were negative for double-stranded DNA
(dsDNA) antibodies and renal disease to minimize genetic hetero-
geneity. SNPs were excluded if Hardy-Weinberg equilibrium
P < 1 × 10−5 or any cross-batch association P < 5 × 10−8. Genetic
principal components were calculated to account for population
structure using PCAmixdata R package.

Genetic ancestry. We performed ADMIXTURE (18) analy-
sis using genome-wide SNP data to estimate the percent contri-
bution of each ancestral population for each participant in the
study. We first combined our sample data with 1000 Genomes
genotype data and removed SNPs for linkage disequilibrium

according to software recommendations, excluding each SNP
with an R2 >0.1 in a 50-SNP sliding window advanced by 10
SNPs each time. After exclusion, 162,159 SNPs were used to
estimate global ancestry. We then ran ADMIXTURE unsupervised
assuming 5 subpopulations (European, African, East Asian,
South Asian, and American Indian). We then used labels from
1000 Genomes to determine the ancestry of the estimated pro-
portions of each of our subjects for downstream analysis.

Differential methylation analysis. Our analysis pipe-
line is shown in Figure 1. Samples from different time points were
quantile normalized together. Principal components analysis
plots between different time points, plates, and race and ethnic-
ities are shown (Supplementary Figures 1–3, http://onlinelibrary.
wiley.com/doi/10.1002/art.42237). Significance testing was per-
formed using M values, with effect sizes converted to beta values
for reporting. To adjust for differences between plates, we used
ComBat (19). We adjusted the beta values with residual values
for estimated cell-type proportions using the reference-based
Houseman algorithm to account for cell-type proportion hetero-
geneity (20,21). We initially performed a genome-wide paired

Figure 1. Analysis pipeline of our study of 101 participants from the CLUES study. SLE = systemic lupus erythematosus; FDR = false discovery rate;
PCs = principal components; SLEDAI = Systemic Lupus Erythematosus Disease Activity Index; dsDNA = double-stranded DNA; glm = generalized
linear model. Color figure can be viewed in the online issue, which is available at http://onlinelibrary.wiley.com/doi/10.1002/art.42237/abstract.
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t-test of the 2 time points and retained CpG sites that had a false
discovery rate (FDR) P < 0.05 and an absolute beta value differ-
ence of >0.03, as a threshold for an effect size to be biologically
meaningful (22).

We then took a closer look at the previously described SLE
subtype–associated CpGs within the genome-wide results. We
constructed linear mixed models to analyze repeated measure-
ments with DNA methylation as the outcome to investigate the
effect of disease activity, dsDNA titer at the time of blood was
drawn, lupus nephritis status, and medication use adjusted
for sex, age, and genetic principal components (principal com-
ponents 1–3). To examine the role of cell-type proportion het-
erogeneity, significant CpGs from the paired t-tests were
reanalyzed without adjusting for cell-type proportions.
Changes in DNA methylation was modeled with the change in
each cell-type proportion as a predictor, adjusting for sex,
age, and genetic principal components (principal components
1–3). All association analyses were performed using R version
3.6 and Stata 13.1. Pathway analysis was performed using
ToppFun (23).

SLE subtype–associated CpGs enrichment analysis.
Enrichment of SLE subtype–associated CpGs in CpGs with a
significant change over time was determined via the following
methods. Briefly, we determined the methylation variance of

the 256 CpGs that were associated with SLE subtypes at cohort
enrolment. Then, randomly selected 256 CpG sites with similar
methylation variance distribution compared to SLE subtype–
associated CpGs throughout the genome were tested to see
if there was any difference in methylation at the 2 time
points (paired t-test). We tested this for a total of 100 random
samples. Results were compared to CpGs associated with
SLE subtypes.

Statistical methylation quantitative trait loci (QTLs)
analysis. We previously reported methylation QTL analysis find-
ings on SLE subtype–associated CpGs at the time of enrolment
in the cohort (10). Briefly, this was performed by fitting a linear
model adjusted for sex, age, cell-type proportions, alcohol use,
smoking status, the top 3 genetic principal components, and the
top 3 medication principal components using the Matrix eQTL R
package (24). There are also larger established data sets of CpGs
in healthy individuals that provide evidence of genetic control (25).
Combining our own findings and available resources, we identi-
fied a total of 39,899 CpGs with evidence of methylation QTL
within the Illumina Methylation EPIC BeadChip kit that passed
our quality control. We used a 2-sample test to see if the propor-
tion of methylation QTLs in CpGs that had a significant change
over time was higher than the proportion of methylation QTLs in
stable CpGs.

Table 1. Selected candidate CpGs that were stable over time and had the greatest difference in methylation between SLE clinical subtypes at
the time of enrollment in the CLUES cohort*

CpG Gene CpG position

Mean methylation beta values at enrollment, by cluster

Variance‡

IFNα-
responsive

gene

IFNγ-
responsive

geneMild† Severe 1† Severe 2†

cg16987437 SP100 Body 0.623 0.536 0.481 0.0178 No No
cg15065340 TNK2 50-UTR 0.623 0.555 0.499 0.0152 No No
cg19188021 ODF3B 50-UTR 0.264 0.174 0.142 0.0142 No No
cg17114584 IRF7 Body 0.513 0.451 0.399 0.0137 Yes Yes
cg22012079 IFI44L 50-UTR 0.586 0.501 0.462 0.0126 Yes Yes
cg12461141 TRIM22 TSS1500 0.493 0.423 0.380 0.0115 No No
cg14333162 RSAD2 TSS1500 0.698 0.647 0.602 0.0092 Yes Yes
cg26531432 RABGAP1L 50-UTR 0.698 0.634 0.605 0.0087 No No
cg20343278 PTPRM Body 0.323 0.361 0.304 0.0087 No No
cg03540917 SPINK2 Body 0.599 0.627 0.669 0.0086 No No
cg15378061 NA NA 0.186 0.231 0.257 0.0084 No No
cg15331332 HLA-F Body 0.599 0.568 0.538 0.0081 No No
cg00272009 PARP14 TSS1500 0.631 0.581 0.552 0.0080 Yes Yes
cg25178683 LGALS3BP TSS1500 0.554 0.509 0.470 0.0077 Yes Yes
cg13045500 NA NA 0.659 0.604 0.569 0.0072 No No
cg06168856 OAS1 Body 0.630 0.598 0.575 0.0067 Yes No
cg05167074 SHKBP1 Body 0.555 0.511 0.489 0.0067 No No
cg06708931 NA NA 0.906 0.867 0.828 0.0064 No No
cg06650861 DDX60 50-UTR 0.868 0.830 0.792 0.0064 Yes Yes
cg06376949 IFIT5 TSS1500 0.255 0.210 0.177 0.0063 No No

* Mean methylation beta values at the time of enrollment were compared by paired t-test, with a false discovery rate of >0.05. Cohort partici-
pants were clustered according to American College of Rheumatology systemic lupus erythematosus (SLE) classification criteria and subcriteria
(11,12) using an unsupervised clustering approach (10). CLUES = California Lupus Epidemiology Study; IFN = interferon; UTR = untranslated
region; TSS = transcription start site; NA = not applicable.
† Patients were classified as mild, severe 1, and severe 2 according to autoantibody pattern and internal organ involvement.
‡ By analysis of variance F test.
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Figure 2. A, Systemic lupus erythematosus (SLE) subtype–associated CpGs with a significant change in methylation over the 2 time points. B,
Methylation levels of 2,423 CpGs across the genome that significantly changed over a period of 2 years (0.34% of the represented methylome).
Symbols represent individual samples. FDR = false discovery rate.

Figure 3. Heat map of CpG sites with a significant methylation change in a 2 year period. We observed 309 CpGs with a DNA methylation
difference (absolute beta value difference >0.03, false disovery rate <0.05) in a 2-year time period. Each row represents a CpG and each column
represents a participant with systemic lupus erythematosus (SLE).
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RESULTS

Stability of the majority of SLE subtype–associated
CpGs over time. In previous studies, CLUES cohort participants
were clustered into 3 subtypes according to ACR classification
criteria at the time of enrolment in the cohort. We identified
256 CpGs that were differentially methylated according to sub-
type (10).

In the current study, we observed the dynamics of DNA
methylation in our previous findings by comparing data collected
at 2 time points. Of the 256 CpGs that were associated with dis-
ease subtypes, 184 CpGs (71.9%) were stable between the
2 time points. Since we observed an enrichment of CpGs in inter-
feron (IFN)–responsive genes in 256 CpGs, we investigated
whether there was a difference in terms of dynamics between
CpGs in IFN-responsive genes compared to non–IFN-responsive
genes. We found that 53% of CpGs in IFN-responsive genes
were stable compared to 87% of CpGs in non–IFN-responsive
genes (P = 1.4 × 10−9 by chi-square test), indicating that CpGs
in IFN-responsive genes are more susceptible to change in meth-
ylation. Regarding CpG position relative to genes, 74 were in gene
bodies (40.2%), 50 were in transcription start sites (27.2%), and
30 were in untranslated regions (16.3%). Twenty CpGs with the

most variance across clinical clusters (10) that did not change
over time are shown in Table 1, and the full list of stable CpGs is
shown in Supplementary Table 2 (http://onlinelibrary.wiley.com/
doi/10.1002/art.42237).

These include CpGs in TNK2, RABGAP1L, IRF7, IFI44L,
TRIM22, and many IFN-responsive genes. DNA methylation
within/near these genes has been implicated in SLE in previous
studies; for example TNK2 has been implicated in renal disease
in CD4+ naive cells (4) and RABGAP1L has been implicated with
anti-dsDNA antibody production. Volcano plots of representative
stable CpGs are shown in Supplementary Figure 4 (http://
onlinelibrary.wiley.com/doi/10.1002/art.42237).

SLE subtype–associated CpGs compared to the
genome-wide methylome over time. Although the majority
of SLE subtype–associated CpGs were stable, 71 CpGs
(27.7%) had a significant change in methylation (>0.03) (FDR
P < 0.05) (Figure 2A). We also examined the dynamics of the
genome-wide methylome. Paired t-test analysis revealed that
the methylation level of 2,423 CpGs across the genome signifi-
cantly changed over a period of 2 years (FDR <0.05), which is
0.34% of the represented methylome (Figure 2B). We also

Table 2. Top 20 CpGs whose methylation significantly changed over a 2-year time period among SLE patients in
the CLUES cohort*

Mean methylation beta values,
time point 1 to time point 2 Paired t-test

CpG Gene Time point 1 Time point 2 Delta Fold change P FDR

cg13452062 IFI44L† 0.31 0.14 0.17 –1.17 8 × 10−25 5.97 × 10−19

cg07929412 LOC101927924 0.75 0.70 0.05 –0.08 9 × 10−22 3.33 × 10−16

cg23570810 IFITM1† 0.49 0.41 0.08 –0.20 2 × 10−21 4.32 × 10−16

cg05696877 IFI44L† 0.31 0.19 0.12 –0.60 5 × 10−21 8.45 × 10−16

cg21549285 MX1† 0.40 0.26 0.14 –0.52 7 × 10−19 7.94 × 10−14

cg14628347 ITGB2 0.63 0.67 0.03 0.05 1 × 10−18 1.33 × 10−13

cg25984164 RABGAP1L† 0.71 0.63 0.07 –0.11 4 × 10−18 3.29 × 10−13

cg10549986 RSAD2 0.15 0.10 0.05 –0.51 4 × 10−18 3.29 × 10−13

cg09948374 RABGAP1L† 0.60 0.55 0.05 –0.10 6 × 10−18 4.65 × 10−13

cg07815522 PARP9† 0.45 0.34 0.11 –0.31 1 × 10−17 6.88 × 10−13

cg05552874 IFIT1† 0.40 0.32 0.08 –0.25 2 × 10−17 1.14 × 10−12

cg22862003 MX1† 0.41 0.33 0.09 –0.27 1 × 10−16 5.06 × 10−12

cg18467790 RADIL 0.52 0.58 0.06 0.10 1 × 10−16 5.06 × 10−12

cg16526047 ISG15 0.49 0.46 0.03 –0.07 2 × 10−16 6.43 × 10−12

cg24678928 DDX60† 0.70 0.61 0.09 –0.15 2 × 10−16 6.43 × 10−12

cg20062691 ISG15† 0.66 0.62 0.05 –0.07 3 × 10−16 1.01 × 10−11

cg07469075 PAMR1 0.58 0.52 0.06 –0.11 7 × 10−16 2.44 × 10−11

cg11317199 TRIM14 0.59 0.63 0.04 0.06 2 × 10−15 5.99 × 10−11

cg08565796 HKR1 0.32 0.35 0.03 0.08 2 × 10−15 8.09 × 10−11

cg12439472 EPSTI1† 0.31 0.21 0.10 –0.48 3 × 10−15 8.94 × 10−11

cg05883128 DDX60† 0.33 0.27 0.06 –0.20 4 × 10−15 1.19 × 10−10

cg13100600 AGRN† 0.51 0.54 0.03 0.06 5 × 10−15 1.52 × 10−10

cg07839457 NLRC5† 0.24 0.17 0.07 –0.40 6 × 10−15 1.56 × 10−10

cg25267487 NA 0.67 0.71 0.03 0.05 7 × 10−15 1.86 × 10−10

cg13207212 APBB2 0.56 0.52 0.03 –0.06 1 × 10−14 2.81 × 10−10

* For the full list of 309 CpGs, see Supplementary Table 3, available on the Arthritis & Rheumatologywebsite at http://
onlinelibrary.wiley.com/doi/10.1002/art.42237. CLUES = California Lupus Epidemiology Study; FDR = false discov-
ery rate; NA = not applicable.
† CpGs were associated with systemic lupus erythematosus (SLE) subtypes at the time of enrollment in the cohort.
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filtered results using a minimum difference in DNA methylation
(absolute beta value difference >0.03) and observed that
309 CpG sites had the minimum difference and FDR (Figure 3
and Supplementary Table 3, http://onlinelibrary.wiley.com/doi/
10.1002/art.42237).

These CpGs were distributed across the genome with the
top results within or near IFI44L, IFIT1, LOC101927924, and
MX1. The top 25 results according to smallest P value are shown
in Table 2. Pathway analysis of the genes containing these
309 sites identified the human immune response to tuberculosis
and retinoic acid–inducible gene 1–like receptor pathways as the
most significant pathways; however, multiple immune pathways
were represented, including antigen processing, virus response,
type II IFN signaling, cytotoxic T lymphocyte–associated path-
ways, and taurine and hypotaurine metabolism (Table 3). Across
S1, M1, and M2 clinical subtypes, we found no significant differ-
ence in terms of the change in methylation within changing CpGs
was identified between the 3 subtypes (FDR >0.05 by analysis of
variance).

In comparison to the genome-wide results, there was strong
evidence of enrichment in SLE subtype–associated CpGs that
changed over time (27% versus 0.34%, P = 1.82 × 10−175).
These included CpGs in IFI44L, MX1, and PRABCAP1L. A total
of 68 of these 71 CpGs had a decrease in methylation and only
3 had an increase in methylation at the second time point. An
enrichment analysis was performed, with results supporting this
finding. In 63 of 100 times, no CpG showed a significant differ-
ence in methylation (paired t-test FDR >0.05; methylation beta
value difference < 0.03). In 2 samples, 3 CpGs had a significant
change (P < 7 × 10−8; methylation beta value difference >0.03),
5 samples had 5 significant CpGs, and 30 samples 1 significant
CpG. The distribution of CpGs with a significant change in the

enrichment analysis is shown (see Supplementary Figure 5,
http://onlinelibrary.wiley.com/doi/10.1002/art.42237).

Association of CpG sites with clinical outcomes.
Although the disease was stable or quiescent over time in most
study participants, a small percentage of participants had significant
changes in clinical manifestations, such as changing dsDNA titers
or development of lupus nephritis. In these cases, we evaluated
whether CpG sites that changed over time were associated with
Systemic Lupus Erythematosus Disease Activity Index (SLEDAI)
score (26), dsDNA antibody positivity, and/or lupus nephritis
(Supplementary Table 4, http://onlinelibrary.wiley.com/doi/10.1002/
art.42237). Overall, no CpGs met the threshold of significance
(P < 1.8 × 10−5) but, according to SLEDAI scores, some evidence
of an association was observed with cg09858955 in VRK2 (β coeffi-
cient –1.2, P = 0.001), cg09128104 in RARA (β coefficient 0.69,
P = 0.00036), and cg21524061 in TLR6 (β coefficient 0.45,
P = 0.0005). These genes are involved in granulopoiesis (RARA)
(27), apoptosis (VRK2) (28), and immune activation (TLR6) (29), all
of which are pathways relevant to lupus disease pathogenesis. The
top associations with regard to dsDNA positivity were cg01971407
in IFITM1 (β coefficient –0.30,P = 0.0003), cg05070493 in TRAF3
(β coefficient –0.06, P = 0.0003), and cg00959259 and
cg08122652 in PARP9 (β coefficient –0.029, P = 0.0003 and
β coefficient –0.11, P = 0.0004, respectively). Similarly, TNF
receptor–associated factor 3 is known to be a powerful nega-
tive regulator of B cell survival and activation (30), IFITM1 is
an IFN-responsive gene, and PARP9 is associated with mac-
rophage activation (31,32).

Effect of medications on DNA methylation. Since
medications such as prednisone and methotrexate can alter the

Table 3. Pathway analysis of 309 CpG sites that showed significant methylation changes (FDR <0.05) and an absolute methylation beta value
difference of >0.03 over 2 years in the CLUES cohort*

CpG site identifier Pathway name P FDR†
No. of genes
from input

No. of genes in
annotation

M39748 Human immune response to tuberculosis 2.82 × 10−8 1.70 × 10−5 6 23
M39583 Novel intracellular components of RLR pathway 1.20 × 10−5 3.60 × 10−3 6 61
M1462 CTL-mediated immune response against target cells 1.59 × 10−4 0.023 3 13
M39909 Host–pathogen interaction of human coronaviruses–IFN

induction
1.64 × 10−4 0.023 4 33

M22023 Antigen processing and presentation 2.01 × 10−4 0.023 3 14
M39363 Type II IFN signaling (IFNG) 2.58 × 10−4 0.023 4 37
M40067 SARS–CoV-2 innate immunity evasion and cell-specific

immune response
2.68 × 10−4 0.023 5 68

M15913 RLR signaling pathway 3.28 × 10−4 0.024 5 71
M39837 Cytosolic DNA-sensing pathway 3.98 × 10−4 0.025 5 74
MAP00430‡ MAP00430 taurine and hypotaurine metabolism 4.22 × 10−4 0.025 2 4
M19708 Type II diabetes mellitus 6.53 × 10−4 0.036 4 47
M39543 Structural pathway of IL-1 8.27 × 10−4 0.042 4 50

* Pathway analysis was performed using ToppFun (23). Unless otherwise indicated, the source of each CpG site wasMolecular Signatures Data-
base C2 BioCarta (version 7.3). CLUES = California Lupus Epidemiology Study; RLR = retinoic acid–inducible gene 1–like receptor; CTL = cytotoxic
T lymphocyte; IFN = interferon; IL-1 = interleukin-1.
† Benjamini and Hochberg false discovery rate (FDR).
‡ GenMAPP was the source of this CpG site.
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methylome in immune cells, we examined whether the changes in
methylation at CpG sites were associated with the use of particu-
lar medications in a repeated measures model, adjusting for age,
sex, and genetic principal components. A total of 15 of 309 CpGs
(4.9%) had at least 1 significant association with use of an immu-
nosuppressive medication (Supplementary Table 5, http://
onlinelibrary.wiley.com/doi/10.1002/art.42237). Nine CpGs cor-
related with prednisone, 5 CpGs correlated with mycophenolate
mofetil, and 2 CpGs correlated with azathioprine. There were no
significant associations with changes in biologic treatments,
inhibitors of purine and pyrimidine synthesis, calcineurin inhibitors,
or antimalarials.

Effect of cell-type proportions on DNA methylation.
One of the limitations of using whole blood DNAmethylation mea-
sures in population-based studies is that differences in methyla-
tion might be due to differences in cell-type proportions between
individuals at the time blood was drawn or changes taking place
in cell-type proportions between blood sample collections over
time. As expected, paired comparisons between the 6 estimated
cell types at the 2 time points revealed significant changes in
terms of the proportions of monocytes, granulocytes, and CD8+
cells (paired t-test P < 0.05). In studies of SLE, overadjustment
of cell-type proportion differences may lead to incorrect conclu-
sions, since changes in cell-type proportions may be relevant to
disease pathogenesis. To address these issues, we initially used
the adjusted matrix of cell-type proportions to determine if there
were any DNA methylation changes. Then, to examine the effects
of changes in cell-type proportions on the change in methylation
we used the unadjusted matrix and longitudinal models incorpo-
rating the difference in DNA methylation as the outcome and the
difference in each cell type as a predictor, adjusting for age, sex,
and genetic principal components. We observed that 67 CpGs
of the initial 309 (21.7%) that changed over time had a significant
correlation with changes in at least 1 cell type estimate
(P < 2.70 × 10−5).

Changes in DNA methylation correlated with changes in cell-
type proportions at 64 CpGs for granulocyte estimates, 39 CpGs
for CD4+ T cell estimates, 24 CpGs for CD8+ T cell estimates,
5 CpGs for monocyte estimates, 12 CpGs for B cell estimates,
and 6 CpGs for natural killer (NK) cell estimates. Supplementary
Figure 6 shows the effect sizes of changes in DNA methylation in
relation to changes in cell-type proportions (http://onlinelibrary.
wiley.com/doi/10.1002/art.42237). Although the largest number
of CpGs influenced by changes in cell-type proportions was in
granulocytes, the largest effect sizes were observed for the NK
cell estimates, for example, cg0571263 (β coefficient –20.25,
P = 5.9× 10−8), IFITM1 (cg09026253) (β coefficient –13.95,
P = 6.4× 10−7), and RAB6B (β coefficient 14.55, P = 1.6 × 10−5).
Studies have shown RAB6B expression in NK cells as well as in
mucosal-associated invariant T cells (33).

We found other interesting examples of correlations of
changes in DNA methylation with the change in cell-type propor-
tions in genes known to be enriched in a particular immune cell
type. For example, methylation at RPS6KB1 correlated with B cell
estimates (cg02095219) (β coefficient 10.01, P = 4.839× 10−7),
where RPS6KB1 expression is known to be enriched in
treatment-naive B cells and memory B cells (34). Other examples
include CD4+ T cell estimates with methylation in B2M

(cg03425812) (β coefficient –7.45; P = 2.489 × 10−8) and IFIT1M
(cg04582010) (β coefficient –6.40, P = 4.540 × 10−8), known to
be widely expressed in multiple CD4+ T cell subsets (33,35).
Methylation at B36NT3 (cg16744531) (β coefficient 5.50,
P = 0.00001) was associated with CD8+ T cell estimates demon-
strated to be expressed in CD8+ memory T cells. Methylation of
TNFSF10 (cg10213935) (β coefficient –6.633, P = 0.000012)
was associated with monocyte estimates, where tumor necrosis
factor superfamily member 10 expression is known to be
enriched in intermediate, classic, and nonclassic monocytes.
Finally, methylation at IFITM1 (cg05552874) (β coefficient –2.93,
P = 2.136× 10−6) and HDAC4 (cg27074582) (β coefficient –

1.52681, P = 1.794 × 10−9) was associated with granulocyte
estimates.

Effect of self-reported ethnicity or race, genetic
ancestry, and genetic variation onmethylation changes
over time. There is substantial evidence that DNA methylation
differs across ethnic groups. Some of these differences are due
to genetic variation and some are not explained by genetics alone
(36,37). To examine the effects of genetic ancestry as well as self-
reported ethnicity and race, we constructed models with the
methylation difference over time as the outcome and self-reported
ethnicity and race or genetic ancestry estimates as predictors,
adjusting for age and sex. Nine models were generated: 1 each
for the self-reported ethnicities or races Hispanic, Black, White,
or Asian and 1 each for the genetic ancestry estimates African,
East Asian, American Indian, South Asian, European. Results are
shown in Supplementary Table 6 (https://onlinelibrary.wiley.com/
doi/10.1002/art.42237). No model was significant upon multiple
hypothesis testing (P < 3.2 × 10−5); however, there are a few
associations that are worth mentioning. The top methylation
change association was at cg23876832 (no gene name is associ-
ated with this methylation site), with South Asian ancestry
(P = 3.75× 10−5). When looking at results with a nominal P value
(P < 0.05), we foundmethylation change associations in 30 CpGs
correlated with African ancestry, 5 CpGs correlated with
European ancestry, 12 CpGs correlated with American Indian
ancestry, 13 CpGs correlated with East Asian ancestry, and
12 correlated CpGs with South Asian ancestry. There were few
overlaps, with 8 CpGs associated with 2 ancestries. When exam-
ining self-reported ethnicity or race, the top methylation change
association was in cg00569896 (no gene name is associated with
this site), associated with Black race (P = 1.68 × 10−4). Results
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with a nominal P value (P < 0.05) indicated methylation change
associations in 23 CpGs were associated with Black race,
19 CpGs were associated with Asian race, 8 CpGs were associ-
ated with Hispanic ethnicity, and 2 CpGs were associated with
White race. Similarly, there were few overlaps, with 5 CpGs signif-
icantly associated with 2 ethnic or racial groups (P < 0.05). In
terms of the significant overlap of CpGs between ancestry and
self-reported ethnicity and race (P < 0.05), we found that 20CpGs
were associated with Black race and African ancestry, 2 CpGs
were associated with Asian race and East Asian ancestry, there
was no overlap between Asian race and South Asian ancestry,
2 CpGs were associated with Hispanic ethnicity and American
Indian race, and there was no overlap between European ances-
try and White race. These results suggest that both ancestry
and self-reported ethnicity or race may be influencing methylation
changes, primarily at different sites. The only exception was the
high concordance between CpGs associated with Black race
and African ancestry.

To test if genetic variation influenced methylation changes at
specific sites, we investigated CpGs known to be under genetic
control (methylation QTLs). Of the 309 CpGs that changed over
time, there were 75 CpG with evidence of methylation QTL
(24%). This is in comparison to 5.5% of methylation QTLs in sta-
ble CpGs genome wide (n = 39,824), suggesting an enrichment
of methylation QTLs in CpGs with a significant change in methyla-
tion over time (P = 4.8 × 10−47 by 2-sample test). Of the 72 SLE
subtype–associated CpGs that changed over time, 24 were
methylation QTLs (33%). This was slightly higher than the propor-
tion of methylation QTLs in SLEs subtype–associated CpGs that
did not change over time, but the difference was not statistically
significant (n = 46 of 184 [25%]) (P = 0.179 by 2-sample test).

DISCUSSION

In this study, we examined the dynamics of DNA methylation
in CpGs previously associated with SLE subtypes in a longitudinal
cohort of SLE patients. Overall, we observed that a large propor-
tion of SLE subtype–associated CpGs did not show significant
change over 2 years. However, a much higher proportion of SLE
subtype–associated CpGs changed over time compared to the
genome-wide methylome. Some of the methylation changes
observed over 2 years in SLE subtype–associated CpGs were
associated with changes in cell-type proportions (26%) and med-
ication use (4.5%).

Since the epigenome is not static, an important question
related to EWAS is if associations may change over time. These
results are encouraging, providing evidence that, overall, the
methylation status of the majority of CpGs that were previously
found to be associated with specific SLE subtypes remained
unchanged over a 2-year period. Therefore, the blood methylome
has potential as a biomarker for disease subtypes. This is further
supported by findings from a recent longitudinal study examining

DNA methylation in circulating granulocytes from SLE patients,
where significant stability of the methylome was observed over a
period of 4 years (38). With this in mind, we also refined our previ-
ous EWAS findings at the time of enrolment in the cohort by
selecting CpGs that had the most robust difference in methylation
between SLE subtypes and did not change over time. These can-
didate CpGs could be further prospectively studied at disease
onset to determine their prognostic role in predicting SLE sub-
types as well as their role as potential biomarkers for treatment
response.

We observed a very small number of CpGs in which DNA
methylation significantly changed over time. Interestingly, path-
way analysis showed that most of these CpGs were involved in
immune-related pathways such as intracellular viral sensing path-
ways, antigen processing, and IFN response as well as metabolic
pathways (taurine metabolism, type II diabetes) (Table 3). We
attempted to identify the underlying factors driving changes in
DNAmethylation. Overall, these changes were not correlated with
disease activity, anti-dsDNA antibody titer, or lupus nephritis,
although most individuals in our cohort had quiescent disease.
Although most of the SLE subtype–associated CpGs were stable,
there was a striking distinction between the increased proportion
of SLE-associated CpGs that changed over time compared to
genome-wide CpGs. One potential explanation for the progressive
hypomethylation observed at SLE subtype–associated CpGs is
that PBMCs in SLE patients have persistent exposure to cytokine
milieu inherent in SLE, making immune-related CpGs in circulating
PBMCs more susceptible to change. This is consistent with most
EWAS that demonstrate hypomethylation of immune-related genes
in SLE patients compared to healthy individuals, as well as severe
SLE phenotypes compared to milder disease (5,8–10).

These findings have been attributed to defects in the
enzymes responsible for the maintenance of DNA methylation
(DNA methyltransferases) due to oxidative stress (39). Another
potential hypothesis is that passive demethylation, the progres-
sive loss of methylation over time, may be accelerated in SLE.
The premise that passive demethylation can occur at different
rates in individuals is the basis of epigenetic clocks or biomarkers
of aging. These can drastically differ from chronological age (40).
Whether accelerated passive demethylation, or epigenetic aging,
occurs in SLE-relevant genes and pathways is unknown but
should be examined in future longitudinal studies with longer
periods of observation.

In studies with large sample sizes (>1,000), it is estimated
that at least 10% and up to 45% of the methylome is influenced
by nearby methylation QTLs (41). We investigated if genetic varia-
tion influenced methylation changes and found that a higher pro-
portion of CpGs that changed over time were associated with
methylation QTLs compared to stable CpGs. The leading hypoth-
esis to explain cis-methylation QTL effects is that SNPs in protein
binding sites alter or disrupt the activity of sequence-specific
binding proteins such as transcription factors of methyl-binding
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proteins which could lead to changes in methylation patterns of
nearby CpGs (42–44). Since transcription factor binding is
dynamic, one could hypothesize that this effect may influence
the variability of methylation in addition to methylation itself. Other
longitudinal methylation studies are needed to corroborate this
observation.

As expected, when we examined our initial results in the
unadjusted matrix for cell-type proportions, we found that a sub-
stantial proportion of changing CpGs (26%) were associated with
at least 1 cell estimate. This is an important consideration for stud-
ies that use whole blood DNA methylation to study the epigenetic
landscape in SLE. As cell-type proportions in peripheral blood
samples are of biologic relevance to disease pathogenesis, we
are faced with a conundrum: how to deal with a potential con-
founder that could itself be a disease outcome. In the current
study, we addressed this by initially adjusting for cell-type propor-
tions and then reexamining findings in an unadjusted matrix to
assess the effects of cell-type proportions. Future studies of ana-
lytic approaches to whole blood DNA methylation data will be
important given the low cost and feasibility of working with whole
blood in comparison to sorted or single cells, particularly
population-based studies that seek to provide a useful genomic
clinical tool for precision medicine.

Limitations of this study include a relatively small sample size,
which may have limited our ability to detect a larger number of
CpG sites that varied over time or fully assess the association
between self-reported ethnicity or race and genetic ancestry. In
addition, the detection of methylation fluctuations associated with
disease activity was not possible due to the fact that most partic-
ipants had clinically inactive disease. Our study was underpow-
ered to identify additional CpG sites associated with medication
use. Finally, an extended interval of >2 years may have yielded dif-
ferent findings. However, there have been few studies that have
reexamined cross-sectional DNA methylation associations in a
longitudinal cohort. Our rigorous analysis pipeline addressed the
potential limitations of studying whole blood DNA methylation in
longitudinal studies, including effects of changes in cell-type
proportions.

In summary, we characterized the DNA methylation dynam-
ics of CpGs that were previously shown to be associated with
SLE in this well-characterized CLUES longitudinal cohort. Among
these SLE subtype–associated CpGs, we identified CpGs that
remained stable over time. Given their association with SLE
subtypes, these CpGs should be further evaluated to determine
their potential role as biomarkers of disease outcomes. Additional
longitudinal studies may also reveal whether SLE- and immune-
related CpGs have accelerated passive demethylation in
comparison to the genome-wide methylome. Future studies
of methylome dynamics in SLE at the time of disease flare
and remission may provide additional insight into epigenetic pro-
grams that may guide the development of precision medicine
approaches for SLE.
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Multidimensional Immune Profiling of Cutaneous Lupus
Erythematosus In Vivo Stratified by Patient Response to
Antimalarials

Jay Patel,1 Thomas Vazquez,1 Felix Chin,1 Emily Keyes,1 Daisy Yan,1 DeAnna Diaz,1

Madison Grinnell,1 Meena Sharma,1 Yubin Li,1 Rui Feng,2 Grant Sprow,1 Josh Dan,1 and Victoria P. Werth1

Objective. The pathogenesis of cutaneous lupus erythematosus (CLE) is multifactorial, and CLE is difficult to treat
due to the heterogeneity of inflammatory processes among patients. Antimalarials such as hydroxychloroquine (HCQ)
and quinacrine (QC) have long been used as first-line systemic therapy; however, many patients do not respond to
treatment with antimalarials and require systemic immunosuppressants that produce undesirable side effects. Given
the complexity and the unpredictability of responses to antimalarial treatments in CLE patients, we sought to charac-
terize the immunologic profile of patients with CLE stratified by subsequent treatment outcomes to identify potential
biomarkers of inducible response.

Methods. We performed mass cytometry imaging of multiple immune cell types and inflammation markers in
treatment-naive skin biopsy samples from 48 patients with CLE to identify baseline immunophenotypes that may pre-
dict the response to antimalarial therapy. Patients were stratified according to their response to treatment with antima-
larials, as HCQ responders, QC responders, or nonresponders.

Results. HCQ responders demonstrated increased CD4+ T cells compared to the QC responder group. Patients in
the nonresponder group were found to have decreased Treg cells compared to QC responders and increased central
memory T cells compared to HCQ responders. QC responders expressed increased phosphorylated stimulator of
interferon genes (pSTING) and interferon-κ (IFNκ) compared to HCQ responders. Phosphorylated STING and IFNκ
were found to be localized to conventional dendritic cells (cDCs), and the intensity of pSTING and IFNκ staining was
positively correlated with the number of cDCs on a tissue and cellular level. Neighborhood analysis revealed decreased
regulatory cell interactions in nonresponder patients. Hierarchical clustering revealed that nonresponder patients could
be further differentiated based on expression of pSTAT2, pSTAT3, pSTAT4, pSTAT5, phosphorylated interferon regu-
latory factor 3 (pIRF3), granzyme B, pJAK2, interleukin-4 (IL-4), IL-17, and IFNγ.

Conclusion. These findings indicate differential immune cell compositions between patients with CLE, offering
guidance for future research on precision-based medicine and treatment response.

INTRODUCTION

Lupus erythematosus (LE) is a complex autoimmune disease

with a variety of systemic and cutaneous manifestations.

Cutaneous lupus erythematosus (CLE) can occur with or without

concomitant systemic lupus erythematosus (SLE) and occurs in

75–85% of patients with lupus. CLE significantly impacts quality

of life through the psychological and physical distress it causes
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(1–3). The pathogenesis of CLE is multifactorial, with a complex
interaction between genetic and environmental factors leading to
immune dysregulation. A multitude of mechanisms are thought
to contribute to the pathogenesis of CLE, including ultraviolet
radiation, smoking, NETosis, altered nucleic acid processing, cell
death/apoptosis, type I interferon (IFN) production, JAK/STAT
pathway activation, T cell dysregulation, myeloid and plasmacy-
toid dendritic cell stimulation, and autoantibody production, all of
which contribute to dysregulation of immune tolerance (4).

Oral antimalarials such as hydroxychloroquine (HCQ) and
quinacrine (QC) have been used to treat CLE since 1894 and have
since become first-line systemic therapy for all types of CLE (5).
While their exact mechanism of action is still incompletely under-
stood, the therapeutic effects of HCQ and QC may be attributed
to immunomodulatory properties including photoprotection, alter-
ation of Toll-like receptor signaling, inhibition of dendritic cell anti-
gen presentation, suppression of prostaglandins and cytokines,
and lysosomal stabilization (6,7). In a previously published study,
it was demonstrated that ~50% of CLE patients will respond to
treatment with HCQ alone (3). Of those patients considered to
be nonresponsive to HCQ, 66% will respond to the addition of
QC. This leaves a sizeable number of nonresponding patients
with CLE refractory to antimalarials, ultimately requiring immuno-
suppressive medications, which often carry an undesirable side-
effect profile. These second- and third-line therapies encompass
a broad range of medication classes and mechanisms of action
that are incompletely understood, requiring lengthy periods of trial
and error in which providers must determine the most effective
therapy for their patients.

To our knowledge, there are few published studies in
which the immune environment of CLE patients stratified by
treatment response has been characterized. In a previous study
by Zeidi et al, immunohistochemistry was used to identify
increased CD11c+ dendritic cells and tumor necrosis factor
(TNF) messenger RNA (mRNA) in QC-responding patients (8).
The complexity of CLE pathogenesis requires immunologic
analysis on a multiplexed scale to best identify differences
between groups stratified by response to treatment. Given the
diversity of responses to antimalarials and immunosuppressive
drugs, we attempted to characterize the immunologic profile
of treatment-naive CLE skin samples stratified by subsequent
antimalarial response through the use of imaging mass cytome-
try (IMC). By understanding the differences in the immunologic
profiles of CLE patients at baseline, we sought to identify
potential biomarkers for the prediction of in vivo response to
antimalarial treatment and to identify potential targets for
precision-based medicine.

PATIENTS AND METHODS

Patients. Patients were retrospectively enrolled from a
longitudinal, prospective CLE patient database at the University

of Pennsylvania. All participants signed written informed con-
sents and approval was obtained from the University of Penn-
sylvania and Philadelphia VA Medical Center Institutional
Review Boards.

Patients were diagnosed as having CLE according to the
Gilliam classification criteria (9) or investigator experience
(VPW). SLE diagnosis was determined according to the
1997 American College of Rheumatology classification cri-
teria (10). Archived treatment-naive, formalin-fixed paraffin-
embedded lesioned biopsy samples were obtained. The
CLE database and patient charts were reviewed to identify
each patient’s treatment course and response. Cutaneous
Lupus Erythematosus Disease Area and Severity Index Activ-
ity (CLASI-A) scores (11) recorded at the time of biopsy were
utilized.

Each patient was categorized according to their established
response to antimalarials, which was ascertained by chart review
and was verified by 3 investigators (DY, EK, and VPW). Patients
whose symptoms improved with HCQ therapy and did not require
the addition of any other drug were designated as HCQ
responders. Patients who benefited from and required only HCQ
and QC combination therapy were designated as QC responders.
Patients who required the addition of other immunomodulatory
agents (e.g., methotrexate, mycophenolate mofetil, lenalidomide,
etc.) were designated as nonresponders. Treatment with topical
medications and glucocorticoids was allowed in each group.
Patients with other autoimmune connective tissue diseases were
excluded from the study, with the exception of patientsmeeting cri-
teria for Sjögren’s syndrome. Patients whose responses to treat-
ment with antimalarials were unclear were also excluded from the
study. Patient demographics can be found in Table 1.

Data acquisition. A detailed description of IMC, in situ
hybridization, and the statistical methods used in this study are
included in the Supplementary Materials and Methods, available
on the Arthritis & Rheumatology website at http://onlinelibrary.
wiley.com/doi/10.1002/art.42235.

Data availability. Raw data are available on Mendeley
Data at doi: 10.17632/b7vr75sbdz.1.

RESULTS

Study population. In total, 48 CLE patients met the criteria
for inclusion. Thirteen patients were classified as HCQ responders,
13 as QC responders, and 22 as nonresponders. Patient demo-
graphics are detailed in Table 1. Notably, the 2 most prevalent clin-
ical CLE subtypes represented in our patient population were
discoid lupus erythematosus and subacute CLE, and their compo-
sition in each response group was relatively similar. Most patients
were White, middle-aged women. African American patients were
well-represented, making up 22.9% of the cohort.
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Inflammatory cell makeup. Based on the data obtained
from 2 IMC panels (panel 1 and panel 2), 12 unique cell phenotypes
were identified through the use of PhenoGraph and were displayed
using a heatmap of cell marker expression (Figures 1A and B). The
most common cell types observed across all treatment response
groups included conventional dendritic cells (cDCs), CD8+ T cells,
CD4+ T cells, and Treg cells (Figure 1C). There was marked hetero-
geneity of cell composition in each treatment response group
(Figure 1D). Proportions of CD4+ T cells and Treg cells differed signif-
icantly between the treatment response groups (P < 0.05)
(Figure 1D). CD4+ T cells were significantly increased in HCQ
responders compared to QC responders (P < 0.05) (Figure 1D).
Treg cells were significantly increased in QC responders compared
to nonresponders (P < 0.05) (Figure 1C). Similar to the findings of a
previous study by Zeidi et al, there was a trend toward increased
cDCs in QC responders (8).

We also observed a trend toward an increase in CD8+ T cells
in HCQ responders (Figure 1D). The percentage of plasmacytoid
dendritic cells (pDCs) was notably similar in each treatment
response group. When CD4+ T cells (Figure 1E) and CD8+ T cells
(Figure 1F) were gated into T cell subpopulations, a significant dif-
ference in the numbers of CD4+ central memory T (Tcm) cells and
numbers of CD8+ Tcm cells was observed (P < 0.05) with a trend
toward increased numbers of Tcm cells in nonresponders com-
pared to HCQ responders (Figures 1E and F). Among all groups,
effector memory T (Tem) cells were the largest constituent of the
T cell compartment for both CD4+ T cells and CD8+ T cells
(Figures 1E and F).

With regard to cellular composition, we determined that the
CLASI-A score was negatively correlated with the numbers of
CD14+CD16+ macrophages in HCQ responders (r = –0.0683),
but not in QC responders or nonresponders (Supplementary
Figure 1, available at http://onlinelibrary.wiley.com/doi/10.1002/
art.42235). Similarly, a negative correlation (r = –0.759) between
CLASI-A and γδ T cells was observed in nonresponders but not
in HCQ responders or QC responders (Supplementary Figure 1).

Cytokines and signaling pathways. Multiple cell types
are activated in CLE, and heatmaps of each intracellular cytokine
or signaling pathway included in panel 1 (Figure 2A) and panel 2
(Figure 2B) were used to visualize activation. We found that
the most activated cell types in skin biopsy samples from
patients with CLE included cDCs, CD56+ natural killer (NK) cells,
CD14+CD16+ macrophages, CD4+ T cells, neutrophils, and
endothelial cells. The major producers of both antiviral IFNα
and IFNβ were found to be cDCs and CD14+CD16+ macro-
phages, although type I IFNs are expressed in a multitude of
immune cells. Neutrophils, though lacking in numbers, also
showed significantly increased expression of proinflammatory
cytokines, including type I IFNs, pSTAT3, and interleukin-18
(IL-18). Similarly, γδ T cells showed highly elevated expression
of IFNα on a per-cell basis. Endothelial cells were found to be
positive for numerous markers of CLE, especially IL-4, a Th2
cytokine.

We plotted the identified mean pixel intensity (MPI) per cell of
each intracellular marker for each patient stratified according to

Table 1. Demographic and baseline clinical characteristics of CLE patients included in the cohort*

Treatment response group

All CLE patients HCQ responders QC responders Nonresponders
(n = 48) (n = 13) (n = 13) (n = 22)

Age, median (IQR) years 52.5 (32.25–64) 52 (26–63.5) 55 (34.5–66.5) 48 (31.5–60.25)
SLE 12 (25.0) 2 (15.4) 4 (30.8) 9 (40.9)
CLASI-A score, median (IQR)† 14 (5–25) 7 (3–28) 17 (6–29) 16 (13–21)
Sex
Female 41 (85.4) 8 (61.5) 11 (84.6) 22 (100)
Male 7 (14.6) 5 (38.5) 2 (15.4) 0

Race
African American 11 (22.9) 0 4 (30.8) 7 (31.8)
Asian 3 (6.3) 2 (15.4) 1 (7.7) 0
White 34 (70.8) 11 (84.6) 8 (61.5) 15 (68.2)

Smoking history, yes 20 (41.7) 6 (46.2) 4 (30.8) 10 (45.5)
CLE subtype
Acute CLE 1 (2.1) 0 0 1 (4.5)
Subacute CLE 19 (39.6) 5 (38.5) 5 (38.5) 9 (40.9)
DLE 19 (39.6) 4 (30.8) 6 (46.2) 9 (40.9)
Lupus tumidus 2 (4.2) 1 (7.7) 0 1 (4.5)
HLE 3 (6.3) 1 (7.7) 2 (15.4) 0
Chilblain lupus 1 (2.1) 0 1 (7.7) 0
Lupus panniculitis 1 (2.1) 0 0 1 (4.5)

* Except where indicated otherwise, values are the number (%) of patients. CLE = cutaneous lupus erythematosus;
HCQ = hydroxychloroquine; QC = quinacrine; IQR = interquartile range; SLE = systemic lupus erythematosus;
CLASI-A = Cutaneous Lupus Erythematosus Disease Area and Severity Index Activity; DLE = discoid lupus
erythematosus; HLE = hypertrophic lupus erythematosus.
† CLASI-A score ranges are as follows: mild (0–9), moderate (10–20), and severe (21–70).
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their antimalarial response group (HCQ responder, QC
responder, or nonresponder) (Figures 2C and D). There was a sig-
nificant difference in the relative expression levels of phosphory-
lated stimulator of interferon genes (pSTING) and IFNκ between
the 3 groups, with a significant increase in markers of both path-
ways in the QC responder group compared to the HCQ
responder group (P < 0.05) (Figure 2C). Proinflammatory phos-
phorylation of JAK3 was increased in HCQ responders compared
to QC responders (P < 0.05) (Figure 2D).

Using network analysis, we found that the numbers of Treg cells
in QC responders (and to a lesser extent Treg cells in HCQ
responders) were negatively correlatedwith themajority of proinflam-
matory pathways (Figures 2F and E and Supplementary Figure 2,
available at http://onlinelibrary.wiley.com/doi/10.1002/art.42235). In
contrast, Treg cells from nonresponders were found to have little to
no association with such pathways (Figure 2G and Supplementary
Figure 2). The CLASI-A score was found to be positively correlated
with the expression levels of proinflammatory pSTAT5 in HCQ

responders (r = 0.816, P < 0.05), but no significant correlation was
seen in QC responders or nonresponders (Supplementary Figure 3,
available at http://onlinelibrary.wiley.com/doi/10.1002/art.42235).
Analysis of intracellular markers identified differential inflammation
marker expression between treatment response groups at the cell-
type level (Supplementary Table 1, available at http://onlinelibrary.
wiley.com/doi/10.1002/art.42235).

Low expression of type I IFNs in pDCs of CLE
patients. Upon examination of the intracellular staining heat-
maps (as shown in Figures 2A and B), we noticed that pDCs dem-
onstrated relatively low expression of many inflammation markers,
including all type I IFNs. Moreover, the numbers of pDCs were not
found to be correlated with any of the global pathways
(Supplementary Figure 4A, available at http://onlinelibrary.wiley.
com/doi/10.1002/art.42235) or other cell counts. Only 8.5% of
pDCs (interquartile range [IQR] 0.0–22.22) were IFNα+
(Supplementary Figure 4B). Across all biopsy samples from CLE

Figure 1. Immune cell composition of cutaneous lupus erythematosus (CLE) patients stratified by response to treatment with antimalarials.
A and B, Heatmap showing cellular markers (horizontal axis) and immune cell clusters (vertical axis) in CLE patients, identified using Phenograph
of cell cytometry panel 1 (A) and cell cytometry panel 2 (B). C, Relative composition of immune cell clusters in CLE patients responsive to treatment
with hydroxychloroquine (HCQ), patients responsive to treatment with quinacrine (QC), and patients who did not respond to treatment with anti-
malarials (NR). D, Differences in the distribution of each immune cell cluster as a percentage of leukocytes in HCQ responders, QC responders,
and nonresponders. CD4+ T cells were significantly increased in HCQ responders relative to QC responders (P < 0.05). Treg cells were signifi-
cantly decreased in nonresponders relative to QC responders (P < 0.05). E, Distribution of CD4+ T cell subsets as a percentage of total CD4+ T
cells, revealing differences in the proportion of central memory T (Tcm) cells (P < 0.05), with a trend toward increased Tcm cells in nonresponders.
F, Distribution of CD8+ T cell subsets as a percentage of total CD8+ T cells. Proportions of Tcm cells were significantly different between treatment
groups (P < 0.05) and there was a trend toward increased Tcm cells in nonresponders. Symbols represent individual patients; bars show the
median and interquartile range. * P < 0.05. Mac = macrophage; pDC = plasmacytoid dendritic cell; cDC = conventional dendritic cell;
Tem = effector memory T cell; Temra = terminally differentiated effector memory T cell; Trm = tissue-resident memory T cell.
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patients, pDCs were the second lowest contributor of
absolute IFNα+ cells (median IFNα+ cell count 1 [IQR 0–4.5])
(B lymphocytes being the lowest contributor) (Supplementary
Figure 4C). Conventional DCs and macrophages were the larg-
est contributors to both relative and absolute cell counts of
IFNα+ cells in CLE patients. Only 16.7% of pDCs were positive
for IFNβ, compared to 60.7% of CD14+CD16+ macrophages.
Plasmacytoid DCs were also low contributors of IFNβ+ cells
(median 1 [IQR 0–7]) (B lymphocytes again being the lowest).
These results suggest that pDCs are not in fact major producers
of type I IFNs in CLE patients. These results also do not reveal a
clear regulatory role for pDCs, as they were not found to be cor-
related with any other cell types or markers in the skin.

Using a weighted score accounting for cell count and MPI
contributions of type I IFNs, we observed keratinocytes as collec-
tive producers of IFNα and IFNβ (Supplementary Figures 4D
and E, available at http://onlinelibrary.wiley.com/doi/10.1002/art.
42235). Myeloid lineage cells such as CD68+ macrophages,
CD14+CD16+ macrophages, and cDCs made the greatest
contributions to the production of IFNκ, with keratinocytes being

the second highest contributor (Supplementary Figure 4F). Over-
all, the immune infiltrate collectively contributes the most type I
IFNs, followed by epidermal sources.

Epidermal expression of cytokines and activation
of inflammation pathways. The average MPI of key path-
ways in the epidermis for each patient is shown in Supplemen-
tary Figure 1, available at http://onlinelibrary.wiley.com/doi/
10.1002/art.42235. Phosphorylation of NF-κB differed signifi-
cantly between treatment response groups (P < 0.05), with a
trend toward decreased phosphorylation of NF-κB in QC
responders in the post hoc test. Unlike in the dermis, we did
not observe a difference in levels of epidermal IFNκ and
pSTING among the HCQ responder, QC responder, and non-
responder groups.

Strong correlations in marker expression between all epider-
mal and dermal pathways were identified (Supplementary
Figure 1B). This is further represented by a heatmap of intracellu-
lar marker expression in the epidermis and the dermis of each
CLE patient (Supplementary Figures 1C and D). There was

Figure 2. Global and cell-type specific intracellular inflammatory pathway expression in CLE patients stratified by antimalarial response. A and B,
Heatmaps of activated intracellular pathways (horizontal axis) among immune cell clusters (vertical axis) in panel 1 (A) and in panel 2 (B).C andD, Differ-
ential pathway expression among CLE patients in each treatment group, assessed in IMC panel 1 (C) and panel 2 (D), with results expressed as the
mean pixel intensity (MPI). Data in C show increased expression of phosphorylated stimulator of interferon genes (pSTING) and interferon-κ (IFNκ) in
QC responders relative to HCQ responders (P < 0.05). Data in D show increased expression of pJAK3 in HCQ responders relative to QC responders
(P < 0.05). E–G, Correlation networks showing correlations between activated pathwaymarkers and Treg cell counts in HCQ responders (E) compared
to QC responders (F) and nonresponders (G). The Treg cell counts of QC responders (and to a lesser extent HCQ responders) were negatively associ-
ated with the majority of pathways in panel 1. Treg cell counts of nonresponders displayed little to no association with panel 1 pathways. In C and D,
symbols represent individual patients; bars show the median and interquartile range. * = P < 0.05. IL-4 = interleukin-4; pIRF3 = phosphorylated inter-
feron regulatory factor 3; TBK1 = TANK-binding kinase 1; TNF = tumor necrosis factor (see Figure 1 for other definitions).
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marked overlap in staining patterns between the dermis and epi-
dermis, suggesting that the inflammation patterns were highly
concordant between these layers.

Increased pSTING and IFNκ in QC responders. Given
the up-regulation of pSTING and IFNκ in the QC responder group,
we sought to identify colocalization. When both markers were
visualized simultaneously, there was demonstrable overlap, sug-
gesting that IFNκ is likely produced in the same cells with
increased activation of pSTING (Figures 3A–C). Moreover, we
found that pSTING staining intensity and IFNκ staining intensity
were positively correlated (r = 0.676) (Figure 3D). The highest
degree of staining of both pSTING and IFNκ was seen in cDCs
(Figure 3A). In patients with CLE, the number of cDCs in skin
biopsy samples was positively correlated with the degree of IFNκ
(r = 0.571) and pSTING (r = 0.429) staining (Figure 3E).

To confirm that there are not 2 distinct populations of cDCs,
we used FlowJo to visualize IFNκ and pSTING produced by cDCs
and identified few single-positive events (results not shown). Levels

of CD11c in cDCs and IFNκ in cDCs were also shown to be corre-
lated, although this was expected given the relative expression pro-
file of cDCs in our PhenoGraph-generated heatmap.

We then wanted to confirm whether cDCs positive for
pSTING and IFNκ were the cells driving increased expression of
these markers in QC responders. Expression of pSTING
(P < 0.01) and IFNκ (P < 0.05) in cDCs was significantly increased
in QC responders compared to HCQ responders (Figure 3F). To
confirm that cDCs were indeed producing IFNκ, we performed
mRNA in situ hybridization. We confirmed colocalization of
CD11c and IFNκ using IMC (Supplementary Figure 5, available at
http://onlinelibrary.wiley.com/doi/10.1002/art.42235), with colo-
calization of the CD11c mRNA (ITGAX) and IFNκmRNA observed
in QC responder skin (Figure 3G). Furthermore, network analysis
showed a high correlation between numbers of cDCs and
expression of pSTING/IFNκ in both QC responder and nonre-
sponder patients, with the formation of a correlation triangle indi-
cating stronger associations with each other than with any other
pathway (Figures 3I and J). Single-cell staining networks revealed

Figure 3. Increased colocalized expression of pSTING and IFNκ increased in cutaneous lupus erythematosus (CLE) patients who responded to
treatment with QC. A–C, Images generated by imaging mass cytometry displaying staining for phosphorylated stimulator of interferon genes
(pSTING) (red) (A), interferon-κ (IFNκ) (green) (B), and colocalization of pSTING and IFNκ (yellow) (C).D–F, The staining intensity of pSTING and IFNκ
(mean pixel intensity) in conventional dendritic cells (cDCs) from CLE patients was assessed for correlation with each other (D) and with the cDC
count (E), and levels of pSTING and IFNκ expression in cDCs were compared between the hydroxychloroquine (HCQ) responder, quinacrine
(QC) responder, and nonresponder (NR) groups (F). Symbols represent individual patients; bars show the median and interquartile range.
* = P < 0.05; ** = P < 0.01. G, In situ hybridization analyses of the skin of CLE patients, showing colocalization of expression of ITGAX (CD11c)
mRNA (green) and IFNκ mRNA (red). Epidermal IFNκ mRNA is also visible. H–J, Correlation network analysis showing negative associations
between cDC level and all panel 1 pathways in HCQ responders (H) and strong positive correlations between cDC counts and expression levels
of pSTING and IFNκ in QC responders (I) and nonresponders (J). The triangle cluster formed by the cDC, pSTING, and IFNκ circles indicate that
they are more strongly associated with each other than with any other pathways in panel 1. Bars in A–C = 100 μm; bar in G = 50 μm. IL-4 =
interleukin-4; TBK1 = TANK-binding kinase 1; TNF = tumor necrosis factor.
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cDCs to be the cell type most closely correlated to overall pSTING
and IFNκ levels in QC responder patients (Supplementary
Figure 2, available at http://onlinelibrary.wiley.com/doi/10.1002/
art.42235). Previous studies have highlighted the dominant role
of keratinocytes in the production of IFNκ in CLE, and in the pres-
ent study we found no difference between levels of IFNκ pro-
duced by cDCs and levels of IFNκ produced in the epidermal
layer (P = 0.12).

Neighborhood analysis and antimalarial nonre-
sponder patient clustering. To determine spatial differences
and cellular interactions, we performed neighborhood analysis of
patients stratified by antimalarial response, with interactions clas-
sified as either significant interactions, significant avoidances, or
nonsignificant interactions (Figures 4A–C). CD8+ T cells and γδ T
cells interacted in HCQ responders and QC responders but not
in nonresponder patients, with a significant negative correlation
between the CLASI-A score and numbers of γδ T cells observed
only in nonresponder patients (P < 0.05) (Supplementary
Figure 3, available at http://onlinelibrary.wiley.com/doi/10.1002/
art.42235). Similarly, Treg cells interacted with cDCs in HCQ

responders and QC responders but not in nonresponder
patients. CD4+ T cells interacted significantly with cDCs in HCQ
responders and QC responders, but avoided cDCs in nonre-
sponders. CD14+CD16+ macrophages interacted with endothe-
lial cells in nonresponders, but not in HCQ responders and QC
responders. CD8+ T cells interacted with pDCs in nonresponders
but not in HCQ responders and QC responders.

Hierarchical patient level clustering within treat-
ment response groups. Given the heterogeneity in immune
cell composition among CLE patients, and in particular antimalar-
ial nonresponding patients, we clustered patients according to
patterns of expression in each pathway using ClustVis
(Figure 4D) (12). We found that nonresponder patients could be
differentiated into 3 distinct groups by pathway expression profile.
Group 1 expressed IFNα, IFNγ, pSTAT1, pJAK1, pJAK3, IL-4,
and IL-17. Group 2 expressed pSTAT3, pSTAT4, pSTAT5, and
TANK-binding kinase 1. Group 3 expressed phosphorylated
interferon regulatory factor 3 (pIRF3), granzyme B, IRF5, pSTAT2,
pERK, and IL-18. Clustering based on cellular composition,
global pathway expression, and cellular pathway expression

Figure 4. Neighborhood analysis of CLE patients stratified by antimalarial response and unsupervised nonresponder patient clustering. A–C,
Neighborhood analysis heatmaps representing significant cellular interactions (red squares), significant cellular avoidances (blue squares), and
insignificant cellular interactions (white squares) in CLE patients responsive to treatment with HCQ (A), CLE patients responsive to treatment with
QC (B), and CLE patients who did not respond to treatment with antimalarials (C). Blue stars highlight differences in key spatial interactions
between treatment groups. D, Unbiased hierarchical clustering analyses (constructed with ClustVis) of pathway expression profiles in 21 individual
CLE patients in the nonresponder (NR) group, showing 3 distinct profiles (purple, green, and yellow boxes). E–J, Correlation matrices of intracel-
lular markers and inflammation pathways by treatment response group. pIRF3 = phosphorylated interferon regulatory factor 3; GranB = granzyme
B; TBK1 = TANK-binding kinase 1; IFN = interferon; IL-4 = interleukin-4; TNF = tumor necrosis factor; pSTING = phosphorylated stimulator of
interferon genes (see Figure 1 for other definitions).
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similarly revealed that nonresponder patient groups could be
stratified by global and cellular expression of pSTAT3, pSTAT4,
and pSTAT5 versus pSTAT2, pIRF3, and granzyme B, with differ-
ential pJAK2 expression compared to the remainder of the cohort
(Supplementary Figure 6, available at http://onlinelibrary.wiley.
com/doi/10.1002/art.42235).

In the QC responder group, we identified a CD8+ T cell–
dominant subgroup and a separate cDC-dominant subgroup, both
of which included only 3 patients (Supplementary Figure 7A,
available at http://onlinelibrary.wiley.com/doi/10.1002/art.42235).
Nonresponders demonstrated a CD14+CD16+ macrophage–
dominant subgroup (n = 4), a cDC-dominant subgroup (n = 6),
and a CD8+ T cell–dominant subgroup (n = 5) (Supplementary
Figure 7B). In the HCQ responder group, we identified a large sub-
group of CD8+ T cell–dominant patients (Supplementary
Figure 7C). This subgroup also demonstrated the highest degree
of overall pathway activity, suggesting an important role for cyto-
toxic T cells in those patients.

Correlation of inflammation pathways within treat-
ment groups but not in antimalarial nonresponders. A
correlation matrix of intracellular markers demonstrated positive
correlation of pathway expression of many markers among HCQ
responders (Figure 4E). This may suggest coregulation or com-
mon activators of these markers in patients who respond to treat-
ment with HCQ. Responders to treatment with QC demonstrated
2 distinct groups of inflammation markers: one group of markers
regulated by TNFα, pNF-κB, and IFNβ, and the other group of
markers regulated by pJAK3, pSTAT1, pSTAT3, IFNα, and IFNκ,
each with strong positive correlations (Figure 4G). When evaluat-
ing antimalarial nonresponders, we found no correlation between
notable groups of pathways (Figure 4I). This may be driven by
pathway independence within each patient or marked heteroge-
neity among nonresponders overall.

For each treatment group, we performed a correlation matrix
of cell counts. For HCQ responders and nonresponders
(Figures 4F and J), we found minimal correlation with the leuko-
cyte count in CLE patients. In QC responders, cell counts for
2 groups of cells showed positive correlation (Figure 4H). The data
showed a positive correlation of CD4+ T cells with CD14+CD16+
macrophages. We also found a second grouping of correlated
cells including pDCs, CD56+ NK cells, and CD20+ B cells.

DISCUSSION

Although antimalarials are used as first-line systemic therapy for
CLE, treatment response is often unpredictable, with many patients
requiring coadministration of a second antimalarial or immunosup-
pressive drugs (13). Accuracy in predicting treatment response can
vary due to the multifactorial nature of CLE pathogenesis, and pre-
diction is currently limited by clinical applications utilizing low-
dimensional histology and cytometry. In this study, we usedmarkers

of inflammation known to be active in CLE to characterize the immu-
nologic profiles of CLE patients who responded to treatment with
HCQ (HCQ responders), patients who responded to treatment with
HCQ and QC (QC responders), and patients who did not respond
to treatment with antimalarials (nonresponders).

Of the 12 immune cell populations identified, numbers of
CD4+ T cells and numbers of Treg cells differed significantly
between the 3 treatment response groups. It was found that the
treatment-naive skin of patients who later responded to treatment
with HCQ contained an expanded CD4+ T cell compartment rela-
tive to QC responders. CD4+ T cell pathogenesis may play a
greater role in the inflammatory process in HCQ responders as
CD4+ T cells may be more susceptible to the therapeutic effects
of HCQ. The nonresponder group demonstrated decreased
numbers of Treg cells and increased numbers of Tcm cells, sug-
gesting a dysregulation of immune tolerance leading to refractori-
ness. Treg cells in nonresponders were also weakly associated
with other inflammation markers compared to Treg cells in the
HCQ responders and the QC responders, suggesting defective
regulation of the Treg cell pathway.

Previous studies have identified defects in the Treg cells of
SLE patients and decreased Treg cell counts in CLE patients;
however, conflicting data exists given the limited markers and
differing definitions of Treg cell phenotypes (14). In the present
study we identified Treg cells using a multitude of markers, includ-
ing CD3, CD4, FoxP3, and CD25, which were clustered without
supervision. These decreased Treg cell counts in nonresponders
may represent defects in trafficking or peripheral induction. Alter-
natively, this difference may be driven by an increase in the pro-
portions of Treg cells in QC responders. Treg cells may be
recruited to the skin of QC responders in response to certain
inflammatory signals up-regulated in QC responders, such
as IFNκ.

IL-2 is a cytokine critical for Treg cell survival and mainte-
nance in the peripheral immune system, and production of IL-2
is often found to be decreased in SLE patients (15). Low-dose
IL-2 therapy has been shown to increase the numbers of Treg
cells and ameliorate skin lesions in small SLE clinical trials
(16,17). Nonresponder patients with low Treg cell counts may
respond to Treg cell–mediated treatment, such as IL-2 therapy
or adoptive Treg cell therapy, as an effective strategy to restore
autologous immune tolerance, rather than profound immunosup-
pression. An increase in Tcm cells in antimalarial nonresponders
may have detrimental consequences as Tcm cells are known to
circulate throughout the immune system and initiate a robust
and rapid inflammatory response through T helper cell and B cell
support (18). Antimalarials may not be sufficient to suppress this
extensive Tcm cell response in nonresponders, because HCQ is
known to have differential effects on effector T cell subtypes com-
pared to naive T cells (19).

Of the JAK/STAT pathways, pJAK3 expression was
increased in HCQ responders compared to QC responders.
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JAK3 is activated by cytokines of the common γ-chain family
(including IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21), which may be
inhibited by HCQ through transcriptional regulation and p38
MAPK inhibition (20,21). Patients who respond to treatment with
HCQ may also respond to novel selective JAK3 inhibitors cur-
rently undergoing clinical trials, or to the existing nonselective
JAK1/JAK3 inhibitor tofacitinib with the advantage of selective
targeting and possibly reduced side effects of HCQ multipathway
suppression (22,23).

Patients who responded to treatment with a combination of
HCQ and QC had increased levels of IFNκ and pSTING, with
trends in increased numbers of cDCs. The STING pathway is acti-
vated through the detection of cytosolic DNA, leading to the pro-
duction of type I IFNs. This pathway is implicated in various
autoimmune diseases, particularly in SLE when anti–double-
stranded DNA antibodies are present (24). Ultraviolet irradiation
induces the production of epidermal IFNκ in CLE patients and is
thought to be a major contributor to the initial pathogenesis of
the disease (25). STING gene silencing in human keratinocytes
leads to a significant reduction in IFNκ production (26). The over-
lap and correlation of pSTING and IFNκ found through the use of
IMC and fluorescence in situ hybridization, suggest a common,
targetable pathway within the cDCs of QC responders. Further-
more, network analysis revealed pSTING and IFNκ to be among
the pathways most strongly correlated with the number of cDCs,
suggesting that the 2 markers are predominantly expressed or
regulated by cDCs. In patients receiving treatment with HCQ,
the addition of QC has several advantages, as QC has been
shown to alternatively suppress type I IFNs when compared to
other antimalarials, and QC may inhibit activation of the STING
pathway as well as the ultimate production of IFNκ in select
patients (27,28). In silico drug library screening identified QC as
an inhibitor of STING expression and as a stronger inhibitor of
IFNβ expression compared to HCQ (29). This inhibition was coop-
erative, further reinforcing the use of QC as an adjuvant in select
patients with increased STING expression. Given the scarcity of
QC in the US, these patients may benefit from treatment with
alternative STING inhibitors or from the reintroduction of QC
(30,31). This study also highlights the significant differences
between HCQ responders and QC responders, reinforcing the
need for QC availability.

Our correlation matrices demonstrated many positively cor-
related intracellular markers in HCQ responders and QC
responders. Our data did not reveal correlation among cell types.
Patients mainly converge on a pathway level, despite having
noticeable differences in cell infiltrates, highlighting greater utility
of pathway targeting for precision medicine. The current,
evidence-based approach to treatment of CLE is to add QC to
the treatment regimen of those patients who do not adequately
respond to treatment with HCQ (31). These patients benefit from
combination therapy, rather than QC alone. It is possible that
each group of correlated inflammation markers in QC responders

may be amenable to treatment with either HCQ or QC. Different
subsets of nonresponder pathway correlations demonstrate het-
erogeneity of inflammation in these patients and support the need
for personalized therapy.

IMC analysis also allows for single-cell pathway comparison.
Multiplexed images may be segmented in order to create cellular
outlines based on surface markers or nuclear expansion, allowing
for software-assisted extrapolation of intracellular antigen expres-
sion within cellular borders (32). Using this technology, we identi-
fied multiple single-cell differences between the treatment
response groups. Increased expression of IFNγ may be affected
by treatment with HCQ, as multiple studies have shown inhibition
of IFNγ expression by HCQ in vitro, and our data show increased
expression of IFNγ in the neutrophils and cDCs of HCQ
responders (33–35). The STAT1 pathway is activated by IFNγ,
and gain-of-function mutations have identified a relative deficiency
in IL-17 expression. In patients who respond to treatment with
HCQ, increased IFNγ production may stimulate expression of
STAT1, leading to compounding effects such as an observed
increase in pSTAT1 in the endothelium, resulting in activation
and up-regulation of adhesive molecules (36). Similarly in HCQ
responders, CD68+ macrophage–expressed pSTAT1 may be
increased in response to IFNγ signaling, promoting an M1 pheno-
type (37). Nonresponders demonstrated increased CD4+ T cell–
expressed IRF5, which may contribute to HCQ refractoriness as
HCQ is known to inhibit Toll-like receptor 7, Toll-like receptor
9, and downstream IRF7-mediated IFN-1, although little is known
about the effects of HCQ on IRF5-mediated cytokine and autoan-
tibody production (38–40). The effects of CD4+ T cell–expressed
IRF5 may be overcome with novel cell-penetrating peptides in
order to prevent homodimerization in patients who do not
respond to treatment with antimalarials (41).

B cell–expressed JAK2 is known to enhance cell adhesion
and survival, possibly contributing to the production of autoanti-
bodies in QC responders (42). Novel JAK2 inhibitors such as rux-
olitinib, fedratinib, and baricitinib may serve as substitutes for QC
in patients who do not respond to treatment with HCQ (43). In
nonresponder patients, endothelial cells and CD8+ T cells
showed increased expression of pSTAT3, which may be respon-
sive to mycophenolate mofetil, as that medication has been
shown to reduce the effects of STAT3 and Th17 in SLE patients
(43). Of the type I IFNs compared in this study, expression of IFNα
was increased in the CD8+ T cells of nonresponders, suggesting
a difference in antimalarial responsiveness based on the cell type
in which type I IFNs are expressed. Little is known about the pro-
duction of type I IFNs by cytotoxic T cells; further research may
elucidate novel targetable pathways for CLE patients whose dis-
ease is refractory to antimalarial treatment.

Differences among treatment response groups also
extended to interactions between immune cells. Treg cells in non-
responder patients did not interact with cDCs, suggesting a defi-
ciency in tolerance as they were also decreased in number.
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Moreover, γδ T cells routinely monitor skin integrity and possess
suppressive functions through the production of insulin-like
growth factor 1 and transforming growth factor β. In nonre-
sponders, γδ T cells did not interact with cytotoxic CD8+ T cells;
however, this interaction was present in HCQ responders and
QC responders, suggesting another deficiency in the immune
response mechanisms of patients who do not respond to treat-
ment with antimalarials (44,45). The negative correlation of γδ T
cells with CLASI scores that we observed exclusively in nonre-
sponders further supports this finding. Nonresponder patients
also demonstrated fewer interactions between CD4+ T cells
and cDCs, but an increased number of interactions between
CD14+CD16+ macrophages and endothelium, indicating that
infiltration had occurred, and increased number of interactions
between pDCs and CD8+ T cells, suggesting that there was cyto-
toxic augmentation through local type I IFNs.

Our data also demonstrated that differences in the activation
of inflammatory pathways and cytokines in the epidermis may
have been different between the 3 treatment response groups,
with a trend toward decreased phosphorylation of NF-κB in QC
responders. The overall inflammation profile of the epidermis and
inflammation profile of the dermis overlapped across all treatment
groups, encouraging noninvasive techniques for the diagnosis of
CLE, such as tape stripping (46). Sampling of keratinocytes may
in fact yield information regarding the inflammation profile of the
dermis, making the performance of skin biopsy unnecessary (47).

Treatment response prediction historically involves clinical
data from randomized controlled trials that identify differences
between treatment groups; however, such groups are often het-
erogeneous, and a single patient may not conform to either group
on an individual level. Given the heterogeneity of the immune infil-
trate among our groups of CLE patients, we implemented an
unbiased patient clustering system using ClustVis (12). Nonre-
sponder patients stratified into 3 groups according to pathway
expression, highlighting diverse pathophysiologic patterns driven
by either IFNγ, IL-4, IL-17, pJAK1, and pJAK3, or by pSTAT3,
pSTAT4, and pSTAT5, or by pSTAT2, pIRF3, and granzyme
B. Such individual differences may guide the ultimate selection of
treatment, given the wide array of immunosuppressives and the
known differences in pathway suppression. CLE patients may
benefit greatly from personalized medicine approaches such as
those that determine patient-specific targetable disease features.

We also identified a surprising paucity of type I IFN+ pDCs in
our CLE patients, with the major producers being myeloid lineage
cells. Our data demonstrated a relatively low MPI of type I IFN+
pDCs. The absolute counts and percentages of IFNα+ and IFNβ+
pDCs were also minimal. These results cut across a decade-long
paradigm that places type I IFNs produced by pDCs at the center
of lupus pathogenesis (48). The prominent role of type I IFNs in LE
is well established (49,50). Several in vivo studies have shown that
IFNα production, in response to CpG challenge, is exclusively
dependent on pDCs (51–53). It is also well known that pDCs are

capable of producing type I IFNs abundantly and rapidly, produc-
ing over 1,000 times more type I IFNs than other cell types under
appropriate stimulation (54,55). Naturally, it seems logical to
assume that pDCs play a crucial role in autoimmune connective
tissue diseases such as LE.

However, these results do not entirely contradict the findings
in the current literature on the pathophysiologic processes of
lupus. Recently, Psarras et al implicated a largely exhausted and
unimportant role for pDCs in the pathogenesis of LE (56). These
findings represent a crucial junction in the understanding of pDC
biology and their role in autoimmunity. Indeed, previous studies
have demonstrated decreased circulating pDCs in SLE patients
(48,57). Some have hypothesized that type I IFN–producing
pDCs were instead present in the end organs such as the skin
and kidneys (49). Our results suggest that pDCs are not, in fact,
major drivers of type I IFN production in the setting of CLE, and
that myeloid cell lineages are the major contributors of type I IFNs.
A subset of NK cells also express type I IFNs; however, like pDCs,
they are relatively scarce in tissue. Given the success of anti–
blood dendritic cell antigen 2 (58) therapy in patients with LE and
the recent and promising initial success of VIB7734 (59), a mono-
clonal antibody directed against immunoglobulin-like transcript
7 (another pDC-specific marker), pDCs likely play an important
role for some CLE patients. Ultimately, we believe these results
highlight the complex and unclear role pDCs play in the pathogen-
esis of LE. Studies to confirm these findings and elucidate the role
of pDCs in CLE are currently under way by our group.

This study was limited by sample size and the use of markers
determined to be critical to CLE pathogenesis and is not all-inclu-
sive. Cell clustering is limited by the resolution of IMC, and thus
may cluster overlapping cells that were ultimately refined manu-
ally. A lack of multiple hypothesis testing limits the conclusions
that can be drawn from this discovery pilot study; however, key
findings were confirmed by manual identification of IMC images
and fluorescence in situ hybridization exploration. By using IMC
analysis for CLE patients stratified by antimalarial response, we
were able to identify significant differences in their immune pro-
files. These differences will guide future therapies and encourage
a more personalized approach to treatment, one that combines
clinical, histopathologic, and immunologic sources of data.
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B R I E F R E P O R T

In Vivo Generation of SSA/Ro Antigen–Specific Regulatory
T Cells Improves Experimental Sjögren’s Syndrome in Mice

Junji Xu,1 Ousheng Liu,2 Dandan Wang,2 Fu Wang,2 Dunfang Zhang,2 Wenwen Jin,2 Alexander Cain,2

Andrew Bynum,2 Na Liu,2 Yichen Han,2 and WanJun Chen2

Objective. Sjögren’s syndrome (SS) is a systemic autoimmune disease, and T cells play an important role in the
initiation and perpetuation of the disease. In this study, we developed an immunotherapy for NOD/LtJ mice with SS-like
symptoms by combining a transient depletion of CD4+ T cells with the administration of autoantigen-specific peptide
Ro480.

Methods. NOD/LtJ mice were treated with single anti-CD4 monoclonal antibody (mAb) followed 2 days later by a
series of 6 intraperitoneal injections of Ro480–494 every other day. Salivary flow rates were determined pre- and
posttreatment once a week. Mice were euthanized 6 weeks after the initial anti-CD4 mAb treatment, salivary glands
(SGs) were collected for analyses of histologic disease scores and inflammatory cell infiltration, polymerase chain
reaction determination of genes was conducted, and flow cytometry analysis including major histocompatibility
complex class II tetramer staining of immune cells was performed. In addition, adoptive transfer of Treg cells was
administrated to investigate the function of the newly generating Treg cells in vivo.

Results. The combination of anti-CD4 mAb with autoantigen-specific peptide Ro480 generated SSA/Ro antigen–
specific Treg cells in vivo, which can suppress interferon-γ production of CD4+ T cells and inflammation infiltration in
SGs and maintain the function of SGs.

Conclusion. Our findings provide a new approach to generating antigen-specific Treg cells in vivo for SS
treatment, which may have implications for potential therapy for patients with SS.

INTRODUCTION

Primary Sjögren’s syndrome (SS) is a systemic autoim-

mune disease characterized by lymphocytic infiltration of the

exocrine glands such as salivary glands (SGs) and lacrimal

glands (1). The primary pathophysiology of SS includes

concurrent mechanisms of dysregulated innate and adaptive

immunity involving cell-mediated and humoral disease pro-

cesses, characterized by lymphocytic infiltrates and destruc-

tion of the SGs and lacrimal glands and systemic production

of autoantibodies to the ribonucleoprotein particles SSA/Ro

and SSB/La (2).

The roles of T cells in the initiation and perpetuation of SS

have been reported for decades. Activated T cells contribute to

the pathogenesis by producing proinflammatory cytokines,

including interferon-γ (IFNγ), and by inducing B cell activation.

T cells may also be involved in a loss of self-tolerance; consider-

able evidence supports the notion that regulatory Treg cells are

impaired in SS patients (3). Accumulated evidence indicates that

manipulation of CD4+CD25+FoxP3+ Treg cells holds promise

for developing immunotherapy for autoimmune and inflammatory

diseases (4–6).
Treg cells are instrumental in the induction and maintenance

of immunologic tolerance (4). Transforming growth factor β
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(TGFβ) induces FoxP3 gene expression in T cell receptor (TCR)–
stimulated CD4+CD25− naive T cells, which mediates their
transition toward a Treg cell phenotype with potent immunosup-
pressive potential (7). TGFβ can be produced by phagocytes,
such as macrophages exposed to apoptotic cells, which induces
CD4+FoxP3+ Treg cells in culture and also contributes to immune
tolerance in vivo (8). Previously, we developed an approach to
suppress experimental autoimmune encephalomyelitis and
type 1 diabetes mellitus in animals by induction of respective
autoantigen-specific Treg cells in vivo, which is accomplished
with a combination of transient B cell depletion or immune cell
apoptosis with single- and low-dose gamma irradiation, in addi-
tion to autopeptide administration (9). However, it is unknown
whether this therapy is beneficial for SS.

In the present study, we show that induction of apoptotic
T cells with a single injection of anti-CD4 antibody followed by
administration of autoantigenic peptide Ro480 significantly sup-
presses SS-like symptoms in NOD/LtJ mice, which was achieved
by the generation of the autoantigen-specific Treg cells in vivo.
Our findings may have implications for the development of similar
immunotherapy for patients with SS.

MATERIALS AND METHODS

Animals. Female NOD/LtJ mice (n = 45) were purchased
from The Jackson Laboratory and maintained under specific
pathogen–free conditions. The experiments were approved by
the Animal Care and Use Committees of National Institute of
Dental and Craniofacial Research, National Institutes of Health,
performed in accordance with the guiding principles in the care
and use of animals. Data sampling, evaluation, and presentation
complied with the Animals in Research: Reporting In Vivo
Experiments guidelines.

Antibodies and peptides used in vivo. Anti-CD4 (clone
Gk1.5) was purchased from Bio X Cell. Peptides Ro480–494
(amino acid sequence AIALREYRKKMDIPA), Ro274–290
(QEMPLTALLRNLGKMT), and ovalbumin (OVA) 323–339
(ISQAVHAAHAEINEAGR) was synthesized and purchased from
GenScript Inc.

Cell isolation and adoptive transfer of Treg cells.
CD4+ T cells, CD4+CD25+ T cells, and CD4+CD25− T cells
were isolated from spleens via either positive or negative
selection using magnetic-activated cell sorting isolation kits fol-
lowing protocols of the manufacturer (Miltenyi Biotec). Briefly,
CD4+CD25− T cells were isolated using a Treg cell isolation kit
(Miltenyi Biotec). Non-CD4+ T cells were isolated via negative
selection using a Treg cell isolation kit (purity of cell separation
was >90% each) and used as antigen-presenting cells (APCs)
after irradiation with 3,000 rads of gamma irradiation (Gammacell
1000; Best Theratronics). For adoptive transfer, splenic Treg cells

were isolated from anti-CD4 mAb and OVA–treated or anti-CD4
and Ro480–treated NOD/LtJ mice using a Treg cell isolation kit,
and Treg cells were transferred to naive NOD/LtJ mice at a dose
of 2 × 105 cells per mouse by intraperitoneal injection.

In vitro cell cultures, proliferation assays, and
cytokine assays. Splenocytes were cultured at 37�C in
5% CO2 for 3 days with either soluble CD3-specific antibody
(anti-CD3; 0.5 μg/ml) or peptide (Ro480; 50 μg/ml as indicated).
After 3 days of culture supernatant, cells were collected for
cytokine assays and determination of T cell proliferation. We
quantified the following cytokines in culture supernatants by
enzyme-linked immunosorbent assay: IFNγ, interleukin-4 (IL-4),
and IL-17a (all from BioLegend). Cell proliferation was determined
by Ki-67 staining.

Salivary flow rate measurement. For the saliva flow
rate test, mice were weighed and mild anesthesia was induced
with ketamine and xylazine (20 mg/ml; Sigma) injected intraperito-
neally (1 μl/g). Salivary secretion was stimulated using 0.1 ml/kg
body weight of a pilocarpine (50 mg/ml). Animals were positioned
with a 75-mm hematocrit tube placed in the oral cavity, and whole
saliva was collected into preweighed 0.75 ml Eppendorf tubes for
10 minutes.

Histologic staining and analysis. SGs were collected
and fixed in 10% formalin, embedded in paraffin, cut into 5-μm
sections, and stained with hematoxylin and eosin (H&E).
Anti–aquaporin 5 (anti–AQP-5) monoclonal antibodies (mAb)
(Abcam) and anti–sodium, potassium, and chloride cotransporter
1 (anti-NKCC1) mAb (Santa Cruz Biotechnology) were used for
immunofluorescence staining, and images were obtained using
a Leica TCS SP8 microscope. For H&E staining, the counts and
area of inflammatory focus (containing >50 lymphocytes per
4-mm2 tissue) was calculated per field at 200× magnification.
Three entire SG sections for each animal were counted, with an
average of 10 fields, by an expert of histopathology (FW) in a
blinded manner.

Flow cytometry analysis. SGs were digested with
collagenase type II (4 mg/ml)/Dispase type II (4.67 mg/ml; both
from Worthington) combined in Hanks’ balanced salt solution for
15 minutes at 37�C. Single-cell suspension was stained with
the following antibodies: IL-17a (clone ebio17B7), CD4 (clone
RM4-4 and RM4-5), CD8β (clone H35-17.2), CD19 (clone 1D3),
FoxP3 (clone FJK-16s), Ki-67 (clone SolA15), IFNγ (clone
XMG1.2), IL-4 (clone 11B11), IL-10 (clone JES5-16E3), and
KLRG1 (clone 2F1). I-Ab major histocompatibility complex (MHC)
class II tetramer complexes that were refolded with synthetic
peptides Ro480, Ro274, and OVA323 and subsequently
conjugated with allophycocyanin were customized and synthe-
sized (Helixgen, Ltd. and MBL, Inc). Fixation/permeabilization
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buffer solution (eBioscience) was used for intranuclear staining.
For intracellular cytokine staining, cells were stimulated with phor-
bol myristate acetate (50 ng/ml; Sigma), ionomycin (250 ng/ml;
Sigma), and GolgiPlug (1:1,000 dilution; BD PharMingen) at
37�C for 4 hours, followed by fixation with the fixation/
permeabilization buffer solution (BD Biosciences). Stained cells
were analyzed on an LSRFortessa (BD Biosciences), and data
were analyzed with FlowJo software.

Statistical analysis. All data show a normal distribution
and are presented as the mean ± SEM of 3 independent experi-
ments. We used an α level of 0.05 for all statistical tests. The mice
salivary flow rates were statistically analyzed with repeated

measurement; other data were analyzed with one-way analysis
of variance.

RESULTS

Suppression of SS-like symptoms in NOD/LtJ mice
by anti-CD4 mAb and autopeptide Ro480. First, we tested
the hypothesis of inducing a specific immune tolerance by the
combination of anti-CD4 mAb followed by the administration of a
known self peptide, Ro480 (10), in a mouse model of SS to
induce the generation of SSA/Ro antigen–specific Treg cells.
Since NOD/LtJ mice spontaneously develop SS-like symptoms,
including inflammation and dysfunction in SGs, from 7–8 weeks
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Figure 1. Therapeutic effects of combined anti-CD4 (αCD4) and self peptide treatment in animals with Sjögren’s syndrome–like symptoms. A,
NOD/LtJ mice (9 weeks old; n = 9–12) were treated with 100 μg anti-CD4 monoclonal antibody (mAb), followed by 6 intraperitoneal injections of
peptide Ro480–494 injection every other day from 2 days after anti-CD4 mAb treatment (anti-CD4 + Ro480). Mice were euthanized at 15 weeks
of age. B, Salivary flow rates during the observation are shown. C, Formalin-fixed sections of the salivary glands (SGs) of representative mice in
each group were stained with hematoxylin and eosin (left), and both the percentage of infiltration area and focus scores of SGs were analyzed
(right). Bars = 600 μm. Inset, higher-magnification views of the boxed areas. D, Expression levels of Aqp5, Chm3, Itpr3, and Slc12a2 were
assessed in the SGs by real-time reverse transcriptase–polymerase chain reaction. E and F, Immunofluorescence staining was conducted to
detect aquaporin 5 (AQP5) (E) and sodium, potassium, and chloride cotransporter 1 (NKCC1) (F) in the SGs. Bars = 25 μm. In B, C, and D, bars
show the mean ± SEM. * = P < 0.05; ** = P < 0.01; *** = P < 0.001; **** = P < 0.0001. PBS = phosphate buffered saline; OVA = ovalbumin.
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of age, we used 9-week-old NOD/LtJ mice as the SS model. The
depleting efficiency with a single dose of anti-CD4 mAb was
checked at different time points (see Supplementary Figure 1, on
the Arthritis & Rheumatology website at https://onlinelibrary.
wiley.com/doi/10.1002/art.42244). NOD/LtJ mice were treated
with a single intraperitoneal injection of 100 μg anti-CD4 mAb,
followed by 6 intraperitoneal injections of peptide Ro480–494
(50 μg per mouse; amino acid sequence AIALREYRKKMDIPA;
anti-CD4 + Ro480) every other day from 2 days after anti-CD4
mAb treatment (Figure 1A). We also included groups treated with
phosphate buffered saline (PBS; control), Ro480 only, or anti-
CD4mAb combined with peptide OVA323–229 (anti-CD4 + OVA;
50 μg/mouse) as treatment controls.

We monitored the treated mice for ≥6 weeks and found that
only the anti-CD4 + Ro480–treated group maintained their salivary
flow rates, whereas the other 3 groups showed significantly reduced
salivary secretion (Figure 1B). The H&E staining showed that the anti-
CD4 + Ro480–treated group had much fewer and smaller inflamed
infiltrations in SGs compared to other groups (Figure 1C). Real-time
reverse transcriptase–polymerase chain reaction (RT-PCR) analysis
revealed that anti-CD4 + Ro480 treatment protected critical SG
secreting function–related gene expressions, such as water channel
AQP5 (Aqp5), calcium channel (Itpr3), and NKCC1 (Slc12a2), but
did not affect the expression of muscarinic acetylcholine receptor
M3 (Chrm3) (Figure 1D). Immunofluorescence staining for AQP5
(Figure 1E) and NKCC1 (Figure 1F) also showed the same trend.

Taken together, these data indicate that treatment with anti-CD4 +
Ro480 suppresses SS-like symptoms in NOD/LtJ mice. Another
self antigen peptide (Ro274) was also used as a treatment and
showed similar but weaker treatment effects (data not shown).

Reduction of IFNγ in CD4+ T cells in SGs via anti-
CD4 + Ro480 treatment.Wenext studied the underlying mech-
anisms by which anti-CD4 + Ro480 treatment suppressed SS-like
symptoms. We examined cytokine production of T cells in the SGs.
We isolated CD4+ and CD8+ T cells from the SGs and analyzed
their cytokine profiles with flow cytometry. CD4+ T cells in the
SGs produced mainly IFNγ but only background levels of IL-17a
(Figure 2A), suggesting that IFNγ is a dominant inflammatory cyto-
kine. CD4+ T cells from mice in the anti-CD4 + Ro480–treated
group produced significantly less IFNγ compared to the anti-CD4 +
OVA–treated group (Figure 2A), while no difference was found for
IL-17a production (Figure 2A). IFNγ production in CD8+ T cells in
the anti-CD4 + Ro480–treated group also showed a trend toward
decreasing levels compared to other groups, although not statisti-
cally significant, and CD8+IL-17a+ T cells were also negligible in
all the groups (Figures 2C and D). Anti-CD4 + Ro480 treatment
could also significantly suppress B cells in SGs and autoantibodies
in serum (Supplementary Figure 2, https://onlinelibrary.wiley.com/
doi/10.1002/art.42244). Furthermore, we examined cytokine pro-
duction of T cells in the spleen and draining lymph nodes of SGs,
and no significant differences were observed (data not shown).
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Figure 2. Flow cytometry analysis of T cells in the SGs after treatment. Representative flow cytometry plots and percentages of interleukin-17–pos-
itive (IL-17+) and interferon-γ–positive (IFNγ+) cells among CD4+ T cells (A andB) and among CD8+ T cells (C andD), and FoxP3+ cells among CD4+
T cells (E and F) in the SGs of mice in each treatment group. Bars show the mean ± SEM. * = P < 0.05; ** = P < 0.01; **** = P < 0.0001. See Figure 1
for other definitions. Color figure can be viewed in the online issue, which is available at http://onlinelibrary.wiley.com/doi/10.1002/art.42244/abstract.
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These data indicate that anti-CD4 + Ro480 treatment suppresses
IFNγ production of CD4+ T cells in the SGs, which may have thera-
peutic effects on SS.

Generation of antigen-specific Treg cells in vivo via
anti-CD4 + Ro480 treatment. To investigate the underlying
mechanisms responsible for the IFNγ reduction in the anti-
CD4 + Ro480 group, we studied CD4+FoxP3+ regulatory Treg
cells in the SGs, because Treg cells remain a key factor in sup-
pressing Th1 cells (9). Surprisingly, both anti-CD4 + OVA and
anti-CD4 + Ro480 groups had significantly higher frequencies
of Treg cells in the SGs compared to the untreated (PBS) control
group (Figures 2E and F). We also assessed IL-10 and KLRG1
expression in Treg cells from SGs and detected no significant dif-
ference in IL-10 production, but both anti-CD4 + OVA and anti-
CD4 + Ro480 treatments were observed to up-regulate KLRG1
expression (Supplementary Figure 3, https://onlinelibrary.wiley.
com/doi/10.1002/art.42244).

Since only the anti-CD4 + Ro480 group but not the anti-CD4 +
OVA group showed suppressed IFNγ production, we hypothesized
that the SSA/Ro antigen–specific Treg cells were generated in the
anti-CD4 + Ro480 group.We developed an in vitro system to deter-
mine the presence of Ro480-specific Treg cells (Supplementary

Figure 4, https://onlinelibrary.wiley.com/doi/10.1002/art.42244).
We isolated CD4+ T cells as well as their CD4+CD25− (non–Treg
cell responder) cells and CD4+CD25+ (Treg cell) subsets from the
spleens of NOD/LtJ mice after therapy and examined the antigen-
specific T cell proliferation and cytokine production by stimulation
with peptide Ro480 and splenic APCs isolated from the PBS-
treated controls. Since Treg cells require specific TCR stimulation
to suppress effector T cells (11,12), if Ro480-specific Treg cells are
generated and serve as a suppressor, decreased CD4+ T cell
responses to peptide Ro480 may be presented. Consistent with
this hypothesis, splenic CD4+ T cells from anti-CD4 + Ro480–
treated mice showed significantly decreased CD4+ T cell prolifera-
tion to peptide Ro480 compared to the other 3 groups
(Supplementary Figures 5A and B, https://onlinelibrary.wiley.com/
doi/10.1002/art.42244). On the other hand, the same CD4+ T cells
and subpopulations showed no significant alterations of Ki-67+ T
cells in response to anti-CD3 antibody stimulation, indicating no dif-
ference in their proliferation to pan-TCR stimulation among these
groups (Supplementary Figures 5C and D).

To prove that the newly generated Treg cells were antigen-
specific, we administrated the customized I-Ab/Ro480 MHC
class II tetramer complexes for fluorescence-activated cell sort-
ing. Significantly more Ro480-specific Treg cells were detected
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Figure 3. Ro480-specific CD4+FoxP3+ Treg cells and CD4+ interferon-γ–positive (IFNγ+) Th1 cells in SGs from mice in each treatment group,
detected by major histocompatibility complex class II tetramer staining. A and B, Anti-CD4 + Ro480 treatment generated significantly higher levels
of Ro480-specific Treg cells in the SGs compared to other treatments. C and D, Ro480-only treatment generated significantly higher levels of
Ro480-specific CD4+IFNγ+ Th1 cells compared to other treatments. E, Anti-CD4 + Ro480 treatment generated significantly higher levels of
Ro480-specific Treg cells than anti-CD4 + OVA treatment in the spleens of NOD/LtJ mice. F and G, Adoptive transfer of Treg cells from mice
treated with anti-CD4 + Ro480 for 1 week significantly decreased the CD4+IFN-γ+Th1 cells in the SGs from NOD/LtJ mice compared to
adoptive transfer of Treg cells from mice treated with anti-CD4 + OVA. In B, D, and G, bars show the mean ± SEM. * = P < 0.05; ** = P < 0.01;
**** = P < 0.0001. See Figure 1 for other definitions.
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in the SGs from anti-CD4 + Ro480–treated mice compared
to those treated with PBS, Ro480 alone, or anti-CD4 + OVA
(Figures 3A and B). Furthermore, the highest number of
Ro480-specific CD4+IFNγ+ T cells were detected in mice
treated with only Ro480, and anti-CD4 + Ro480 treatment sig-
nificantly reduced these Ro480-specific Th1 cells (Figures 3C
and D). The Ro480-specific Treg cells were also detected in
spleens from anti-CD4 + Ro480–treated mice (Figure 3E). To
investigate the function of newly generated Treg cells by anti-
CD4 + Ro480 treatment in vivo, we adoptive-transferred splenic
Treg cells from anti-CD4 + OVA–treated or anti-CD4 + Ro480–
treatedmice to naive NOD/LtJmice (2 × 105 cells per mouse; intra-
peritoneal injection). The CD4 + IFNγ+ Th1 cells in the SGs from
recipient mice were assessed 1 week after Treg adoptive transfer
and were compared to those treated with Treg cells from
anti-CD4 + OVA–treated mice. Mice treated with Treg cells from
anti-CD4 + Ro480–treated mice showed significant suppression
in the frequency of CD4+IFNγ+ T cells (Figures 3F and G).

To further investigate whether other peptides could gener-
ate the antigen-specific Treg cells for SS treatment, we also
treated the NOD/LtJ mice with anti-CD4 mAb and Ro274
(anti-CD4 + Ro274). We found that anti-CD4 + Ro274 treat-
ment could also improve saliva flow rate but not as much as
Ro480 (Supplementary Figures 6A–C, https://onlinelibrary.
wiley.com/doi/10.1002/art.42244). Moreover, we found that
anti-CD4 + Ro274 treatment generated fewer antigen-specific
Treg cells than anti-CD4 + Ro480 treatment (Supplementary
Figures 6D and E), which might be the cause of its reduced
treatment effects. Taken together, these data indicate
that Ro480 antigen–specific Treg cells were generated in
anti-CD4 + Ro480–treated mice, which are responsible for the
suppression of Th1 cells in SS.

DISCUSSION

In this study, we generated SSA/Ro antigen–specific Treg
cells in NOD/LtJ mice with SS-like symptoms and evaluated the
treatment effects. First, we found that the combination of anti-
CD4mAbwith autopeptide Ro480 can suppress inflammation infil-
tration in SGs and maintain salivary flow rates, which both reflect
SS-like symptoms. Second, anti-CD4 + Ro480 treatment sup-
presses IFNγ production of CD4+ T cells in the SGs. Finally and
importantly, we demonstrated that anti-CD4 + Ro480 treatment
generates antigen-specific Treg cells in vivo, which may be a main
underlying mechanism of the suppression of Th1 cells and conse-
quently for therapeutic effects on SS symptoms in NOD mice. The
findings here extend the list of our discovered experimental
approaches to generate antigen-specific Treg cells in vivo to sup-
press autoimmune diseases (9,13).

CD4 depletion treatment for autoimmune diseases has been
undertaken and assessed for decades, with conflicting findings
and undetermined effects (14,15). In the present study, we used

a combination of CD4 T cell depletion and an injection of SG-
specific autoantigen peptide Ro480 to induce antigen-specific
Treg cells in NOD mice with SS-like symptoms, using the pres-
ence of autoantigens and TGFβ produced by phagocytes upon
uptake of apoptotic CD4+ T cells. This treatment blocked the
development of SS, which further supports the concept that
antigen-specific Treg cell generation can be accomplished in mice
with ongoing and established autoimmune diseases (14,15). This
has further advanced the path to development of similar therapy
for human patients with autoimmune diseases including SS.

Our data showed that both anti-CD4 + OVA and anti-CD4 +
Ro480 treatment up-regulated Treg cells in the SGs, but only
anti-CD4 + Ro480 treatment significantly suppressed IFNγ produc-
tion compared to the anti-CD4 +OVA treatment group. Despite the
clear evidence that the Ro480 autoantigen–specific Treg cells are
generated and suppress Th1 inflammation and SS, the mecha-
nisms by which Ro480-specific Treg cells inhibit IFNγ production
in CD4+ T cells remain to be elucidated. The importance of TCR
signaling for Treg cell survival and function have been studied for
many years (2,5). Recently, a study showed that antigen-specific
Treg cells can form strong interactions with dendritic cells (DCs),
resulting in selective inhibition of the binding of naive T cells to
DCs. Moreover, the strong interaction of this Treg cell can remove
the complex of cognate peptide and MHC class II from the surface
of the DC, reducing the capacity for antigen presenting (11). It will
be important to study whether these aforementioned mechanisms
are involved in the regulatory activity of Ro480-specific Treg cells
induced in our setting, and whether local and systemic effects of
Ro480-specific Treg cells are similar in future studies.

In conclusion, we have successfully generated SSA/Ro
antigen–specific Treg cells in vivo in NOD/LtJ mice via induction of
a transient CD4+ T cell apoptotic depletion plus an administration
of low doses of autoantigenic peptides. The understanding
and optimization of this process will help us to “reprogram” the
dysregulated immune responses in patients with SS to develop
more specific immunotherapy.
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Corrigendum

In the article by Chen et al in the September 2015 issue of Arthritis & Rheumatology (“Leptin and neutrophil-activating
peptide 2 promote mesenchymal stem cell senescence through activation of the phosphatidylinositol 3-kinase/Akt
pathway in patients with systemic lupus erythematosus” [pages 2383–2393]), the Western blot images in the bottom
panels of Figure 2C (representing GAPDH) were incorrect due to the mistaken images being inadvertently inserted dur-
ing the assembly of Figure 2. The bottom panels of Figure 2C have been updated with the correct data. These errors do
not affect the results or conclusions of this article. The corrected Figure 2 is reproduced below.
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Machine Learning for the Identification of a Common
Signature for Anti–SSA/Ro 60 Antibody Expression Across
Autoimmune Diseases

Nathan Foulquier,1 Christelle Le Dantec,1 Eleonore Bettacchioli,1 Christophe Jamin,2 Marta E. Alarc�on-Riquelme,3

and Jacques-Olivier Pers2

Objective. Anti-Ro autoantibodies are among the most frequently detected extractable nuclear antigen autoanti-
bodies, mainly associated with primary Sjögren’s syndrome (SS), systemic lupus erythematosus (SLE), and undifferen-
tiated connective tissue disease (UCTD). This study was undertaken to determine if there is a common signature for all
patients expressing anti–Ro 60 autoantibodies regardless of their disease phenotype.

Methods. Using high-throughput multiomics data collected from the cross-sectional cohort in the PRECISE Sys-
temic Autoimmune Diseases (PRECISESADS) study Innovative Medicines Initiative (IMI) project (genetic, epigenomic,
and transcriptomic data, combined with flow cytometry data, multiplexed cytokines, classic serology, and clinical
data), we used machine learning to assess the integrated molecular profiling of 520 anti–Ro 60+ patients compared
to 511 anti–Ro 60– patients with primary SS, patients with SLE, and patients with UCTD, and 279 healthy controls.

Results. The selected clinical features for RNA-Seq, DNA methylation, and genome-wide association study data
allowed for a clear distinction between anti–Ro 60+ and anti–Ro 60– patients. The different features selected using
machine learning from the anti–Ro 60+ patients constituted specific signatures when compared to anti–Ro 60– patients
and healthy controls. Remarkably, the transcript Z score of 3 genes (ATP10A, MX1, and PARP14), presenting with over-
expression associated with hypomethylation and genetic variation and independently identified using the Boruta algo-
rithm, was clearly higher in anti–Ro 60+ patients compared to anti–Ro 60– patients regardless of disease type. Our
findings demonstrated that these signatures, enriched in interferon-stimulated genes, were also found in anti–Ro 60+
patients with rheumatoid arthritis and those with systemic sclerosis and remained stable over time and were not affected
by treatment.

Conclusion. Anti–Ro 60+ patients present with a specific inflammatory signature regardless of their disease type,
suggesting that a dual therapeutic approach targeting both Ro-associated RNAs and anti–Ro 60 autoantibodies
should be considered.

INTRODUCTION

Anti-Ro autoantibodies are among the most frequently detected

extractable nuclear antigen (ENA) autoantibodies and aremainly asso-

ciated with primary Sjögren’s syndrome (SS). These autoantibodies

are also frequently observed in systemic lupus erythematosus (SLE)

and undifferentiated connective tissue disease (UCTD) (1,2). Addition-

ally, anti-Ro autoantibodies have been reported in other autoimmune

diseases such as systemic sclerosis (SSc), mixed connective tissue

disease (MCTD), rheumatoid arthritis (RA), and myositis (3).
Anti-Ro autoantibodies include reactivity against 2 autoanti-

gens (Ro 52 and Ro 60) encoded by separate genes and are
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found in distinct cellular compartments (4). Ro 52 is a type I inter-
feron (IFN)– and type II IFN–inducible protein (5,6) and is a nega-
tive regulator of proinflammatory cytokine production (7).
Ro 60 antigen binds to ~100 nucleotide noncoding RNAs called
human Y RNA (8) and acts as a quality checkpoint for RNA mis-
folding with molecular chaperones for defective RNA (9).

Findings from previous studies have shown variation in clini-
cal manifestations or outcomes according to the presence or
absence of anti-Ro autoantibodies. Thus, SLE subjects with
anti–Ro 60 antibodies have an increased prevalence of skin
disease, photosensitivity, and nephritis, along with elevated
expression of IFN-inducible genes in immune cells and tissue
samples (10). In primary SS, patients with both anti–Ro 60 and
Ro 52 antibodies were distinguished by a higher prevalence of
markers of B cell hyperactivity and glandular inflammation (11).
Those patients also had earlier disease onset and presented with
more systemic extraglandular manifestations, such as leukope-
nia, hypergammaglobulinemia, and major salivary gland swelling
(12). Recently, 2 subgroups of patients with primary SS were
defined according to HLA association, Ro 60/SSB antibodies,
and clinical manifestations. The Ro 60/SSB antibody–positive
subgroup was younger at disease onset and diagnosis and more
frequently presented with anemia, leukopenia, hypergammaglob-
ulinemia, purpura, major salivary gland swelling, lymphadenopa-
thy, and lymphoma. These results confirmed an overall more
severe disease phenotype in patients who were Ro 60/SSB
antibody–positive compared to patients negative for both anti–
Ro 60 and anti-SSB antibodies (13). Anti–Ro 60 reactivity alone
strongly correlated with oral ulcers, a characteristic manifestation
of SLE, while the combination of anti–Ro 60 and anti–Ro 52 was
significantly more prevalent in patients with interstitial kidney
disease and sicca syndrome symptoms (14).

Due to the presence of anti–Ro 60 antibodies in different
autoimmune diseases and the reported clinical manifestations
that characterize this expression, the question remains of if there
is a common signature for all patients expressing anti–Ro 60 auto-
antibodies that would allow physicians to consider a suitable ther-
apy regardless of disease phenotype.

Using algorithms derived from machine learning, the present
study was undertaken to determine the precise signature of anti–
Ro 60+ patients in diseases where this autoantibody is the most
frequently observed (primary SS, SLE, and UCTD) using high-
throughput multiomics data collected in the PRECISE Systemic
Autoimmune Diseases (PRECISESADS) study Innovative Medi-
cines Initiative Joint Undertaking project (genetic, epigenomic,
and transcriptomic data, combined with flow cytometry data,
multiplexed cytokines, classic serology, and clinical data). In this
study, we performed integrated molecular profiling of 520 anti–
Ro 60+ patients compared to 511 anti–Ro 60– patients and
279 healthy controls. We then observed whether this signature
was also present in the 41 of 725 anti–Ro 60+ patients with other
autoimmune diseases such as MCTD, RA, and SSc, all from the

same PRECISESADS cohort. See Appendix A for a list of mem-
bers of the PRECISESADS Clinical Consortium and members of
the PRECISESADS Flow Cytometry Consortium.

PATIENTS AND METHODS

Patient population. The present study was conducted in
1,755 patients (367 with primary SS, 508 with SLE, 156 with
UCTD, 307 with RA, 327 with SSc, and 90 with MCTD) and
279 healthy controls included in the European multicenter cross-
sectional study of the PRECISESADS IMI consortium (15). Classi-
fication criteria were the 2010 American College of Rheumatology
(ACR)/European Alliance of Associations for Rheumatology
(EULAR) RA classification criteria (16), the 1997 update of 1982
ACR SLE criteria (17), 2013 ACR/EULAR SSc classification cri-
teria (18), or the American–European Consensus Group primary
SS classification criteria (19) with at least the presence of anti-Ro
and/or a positive focus score on minor salivary gland biopsy,
MCTD using the Alarcon-Segovia criteria (20), and UCTD in
patients with clinical features of systemic autoimmune diseases
that did not fulfill any of the above criteria or any other systemic
autoimmune disease criteria for at least 2 years (with the presence
of nonspecific antibodies, antinuclear antibodies [ANAs] ≥1:160).
Patients fulfilling 3 of 4 SLE classification criteria and patients with
early SSc (21) were not classified as having UCTD. Recruitment
occurred between December 2014 and October 2017 involving
19 institutions in 9 countries (Austria, Belgium, France, Germany,
Hungary, Italy, Portugal, Spain, and Switzerland).

The PRECISESADS study adhered to the standards set by
International Council for Harmonisation Guidelines for Good
Clinical Practice and the ethics principles that have their origin in
the 2013 Declaration of Helsinki. Informed consent was obtained
from each patient prior to inclusion in the study. This study proto-
col was approved the Ethics ReviewBoards of the 19 participating
institutions. Protection of the confidentiality of records that could
identify included subjects was ensured as defined according to
the European Union Directive 2001/20/EC and the applicable
national and international requirements relating to data protection
in each participating country. The cross-sectional cohort study
and inception cohort study are registered on ClinicalTrials.gov
(clinicalTrials.gov identifiers: NCT02890121 and NCT02890134,
respectively). The anti–Ro 60+ signature identified using machine
learning was validated using the transcriptome of 106 patients in
the PRECISESADS inception study (ClinicalTrials.gov identifier:
NCT02890134), who were followed up and had samples col-
lected at the time of recruitment and at 6 and/or 14 months. Of
note, patients in the inception cohort were diagnosed within less
than a year and had not received high doses of immunosuppres-
sants, cyclophosphamide, or belimumab at least 3 months prior
to recruitment. For time points 6 and 14 months, patients
could receive any standard of care therapy prescribed by
their physician. Healthy controls were individuals not receiving
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Table 1. Demographic and clinical characteristics of the healthy controls, patients with primary SS, those with SLE, and those with UCTD
according to anti–Ro 60 expression (anti–Ro 60+ patients compared to anti–Ro 60– patients)*

Characteristic Value

Healthy controls
No. of patients 279
Age, mean ± SD years 52 ± 9
Sex, female 262 (94)
Sex, male 17 (6.1)
Ethnicity
American Indian/Alaska Native 0 (0)
Asian 2 (0.7)
Black/African American 0 (0)
Caucasian/White 277 (99)
Native Hawaiian/Other Pacific Islander 0 (0)
Other 0 (0)

Obesity† 16 (5.8)
Smoking‡ 38 (14)

Primary SS
No. of patients 367
Anti–Ro 60– 61
Anti–Ro 60+ 306

Age, mean ± SD years
Anti–Ro 60– 59 ± 13
Anti–Ro 60+ 57 ± 13
P§ 0.3

Sex, female
Anti–Ro 60– 57 (93)
Anti–Ro 60+ 293 (96)

Sex, male
Anti–Ro 60– 4 (6.6)
Anti–Ro 60+ 13 (4.2)
P 0.5

Ethnicity
American Indian/Alaska Native
Anti–Ro 60– 0 (0)
Anti–Ro 60+ 0 (0)

Asian
Anti–Ro 60– 0 (0)
Anti–Ro 60+ 2 (0.7)

Black/African American
Anti–Ro 60– 0 (0)
Anti–Ro 60+ 1 (0.3)

Caucasian/White
Anti–Ro 60– 61 (100)
Anti–Ro 60+ 299 (98)

Native Hawaiian/Other Pacific Islander
Anti–Ro 60– 0 (0)
Anti–Ro 60+ 0 (0)

Other
Anti–Ro 60– 0 (0)
Anti–Ro 60+ 4 (1.3)
P >0.9

Obesity§
Anti–Ro 60– 7 (12)
Anti–Ro 60+ 37 (12)
P >0.9

Smoking¶
Anti–Ro 60– 7 (12)
Anti–Ro 60+ 29 (10.0)
P 0.6

Disease duration, mean ± SD years#
Anti–Ro 60– 9 ± 8
Anti–Ro 60+ 10 ± 8
P 0.2

Steroid usage
No
Anti–Ro 60– 45 (74)
Anti–Ro 60+ 244 (80)

Characteristic Value

Steroid usage (cont’d).
Yes
Anti–Ro 60– 16 (26)
Anti–Ro 60+ 62 (20)
P 0.3

Antimalarials
No
Anti–Ro 60– 37 (61)
Anti–Ro 60+ 194 (63)

Yes
Anti–Ro 60– 24 (39)
Anti–Ro 60+ 112 (37)
P 0.7

Immunosuppressants
No
Anti–Ro 60– 47 (77)
Anti–Ro 60+ 264 (86)

Yes
Anti–Ro 60– 14 (23)
Anti–Ro 60+ 42 (14)
P 0.067

Biologics**
No
Anti–Ro 60– 10 (100)
Anti–Ro 60+ 29 (100)

Yes
Anti–Ro 60– 0 (0)
Anti–Ro 60+ 0 (0)
P >0.9

PhGA, mean ± SD score††
Anti–Ro 60– 30 ± 18
Anti–Ro 60+ 24 ± 19
P 0.007

ESSDAI, mean ± SD score‡‡
Anti–Ro 60– 4 ± 6
Anti–Ro 60+ 5 ± 5
P 0.11

ESSPRI, mean ± SD score§§
Anti–Ro 60– 5.59 ± 2.29
Anti–Ro 60+ 4.71 ± 2.33
P 0.029

SLE
No. of patients 508
Anti–Ro 60– 333
Anti–Ro 60+ 175

Age, mean ± SD years
Anti–Ro 60– 46 ± 14
Anti–Ro 60+ 45 ± 13
P 0.6

Sex, female
Anti–Ro 60– 302 (91)
Anti–Ro 60+ 163 (93)

Sex, male
Anti–Ro 60– 31 (9.3)
Anti–Ro 60+ 12 (6.9)
P 0.3

Ethnicity
American Indian/Alaska Native
Anti–Ro 60– 0 (0)
Anti–Ro 60+ 0 (0)

Asian
Anti–Ro 60– 3 (0.9)
Anti–Ro 60+ 1 (0.6)

(Continued)
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Table 1. (Cont’d)

Characteristic Value

Ethnicity (cont’d).
Black/African American

Anti–Ro 60– 3/333 (0.9)
Anti–Ro 60+ 9/175 (5.1)

Caucasian/White
Anti–Ro 60– 318 (95)
Anti–Ro 60+ 162 (93)

Native Hawaiian/Other Pacific Islander
Anti–Ro 60– 0 (0)
Anti–Ro 60+ 1 (0.6)

Other
Anti–Ro 60– 9 (2.7)
Anti–Ro 60+ 2 (1.1)
P 0.010

Obesity¶¶
Anti–Ro 60– 23 (7.2)
Anti–Ro 60+ 15 (8.8)
P 0.5

Smoking##
Anti–Ro 60– 60 (19)
Anti–Ro 60+ 30 (18)
P 0.8

Disease duration, mean ± SD years
Anti–Ro 60– 14 ± 10
Anti–Ro 60+ 12 ± 9
P 0.079

Steroid usage
No
Anti–Ro 60– 179 (54)
Anti–Ro 60+ 77 (44)

Yes
Anti–Ro 60– 154 (46)
Anti–Ro 60+ 98 (56)
P 0.037

Antimalarials
No
Anti–Ro 60– 112 (34)
Anti–Ro 60+ 45 (26)

Yes
Anti–Ro 60– 221 (66)
Anti–Ro 60+ 130 (74)
P 0.066

Immunosuppressants
No
Anti–Ro 60– 234 (70)
Anti–Ro 60+ 111 (63)

Yes
Anti–Ro 60– 99 (30)
Anti–Ro 60+ 64 (37)
P 0.12

Biologics***
No
Anti–Ro 60– 27 (100)
Anti–Ro 60+ 17 (100)

Yes
Anti–Ro 60– 0 (0)
Anti–Ro 60+ 0 (0)
P >0.9

PhGA, mean ± SD score†††
Anti–Ro 60– 19 ± 18
Anti–Ro 60+ 21 ± 17
P 0.067

SLEDAI, mean ± SD score‡‡‡
Anti–Ro 60– 4 ± 6
Anti–Ro 60+ 5 ± 5
P 0.2

Characteristic Value

UCTD
No. of patients 156
Anti–Ro 60– 117
Anti–Ro 60+ 39

Age, mean ± SD years
Anti–Ro 60– 47 ± 12
Anti–Ro 60+ 46 ± 12
P 0.6

Sex, female
Anti–Ro 60– 108 (92)
Anti–Ro 60+ 36 (92)

Sex, male
Anti–Ro 60– 9 (7.7)
Anti–Ro 60+ 3 (7.7)
P >0.9

Ethnicity
American Indian/Alaska Native
Anti–Ro 60– 1 (0.9)
Anti–Ro 60+ 0 (0)

Asian
Anti–Ro 60– 0 (0)
Anti–Ro 60+ 1 (2.6)

Black/African American
Anti–Ro 60– 1 (0.9)
Anti–Ro 60+ 0 (0)

Caucasian/White
Anti–Ro 60– 113 (97)
Anti–Ro 60+ 38 (97)

Native Hawaiian/Other Pacific Islander
Anti–Ro 60– 0 (0)
Anti–Ro 60+ 0 (0)

Other
Anti–Ro 60– 2 (1.7)
Anti–Ro 60+ 0 (0)
P 0.6

Obesity#
Anti–Ro 60– 17 (15)
Anti–Ro 60+ 6 (15)
P >0.9

Smoking§§§
Anti–Ro 60– 17 (15)
Anti–Ro 60+ 6 (15)
P >0.9

Disease duration, mean ± SD years¶¶¶
Anti–Ro 60– 6 ± 6
Anti–Ro 60+ 7 ± 8
P >0.9

Steroid usage
No
Anti–Ro 60– 78 (67)
Anti–Ro 60+ 38 (97)

Yes
Anti–Ro 60– 39 (33)
Anti–Ro 60+ 1 (2.6)
P <0.001

Antimalarials
No
Anti–Ro 60– 62 (53)
Anti–Ro 60+ 23 (59)

Yes
Anti–Ro 60– 55 (47)
Anti–Ro 60+ 16 (41)
P 0.5

(Continued)
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long-term medication, without any inflammatory autoimmune,
allergic, or infectious condition, and without a history of autoim-
mune disease, particularly thyroid disease or other diseases that
may modify cellular profiles in blood.

Determination of autoantibodies, ANAs, free light
chains, and complement fractions. For all samples
collected between March 2016 and June 2019, all autoantibodies
were determined at a single center (University Hospital of Brest).
Anti-ENA (comprising Sm, U1 RNP, Scl-70, Ro 52, Ro 60, and
SSB) and specific autoantibodies anti–Ro 52 and anti–Ro 60, anti–
cyclic citrullinated peptide 2 (anti-CCP2), IgG and IgM anti-β2GPI,
IgG, and IgM anticardiolipin [aCL], anti–double-stranded DNA
(anti-dsDNA), and anticentromere autoantibody levels were deter-
mined using a chemiluminescent IDS-iSYS immunoanalyser
(Immunodiagnostic Systems). Rheumatoid factor (RF) was deter-
mined regardless of the isotypes measured by turbidimetry using
SPAPLUS (Binding Site), as well as C3 and C4 complement fractions
and kappa and lamba free light chains. Samples from all patients
and healthy controls were tested. See Supplementary
Methods for more details regarding sample and data collec-
tion (available on the Arthritis & Rheumatology website at
http://onlinelibrary.wiley.com/doi/10.1002/art.42243). Auto-
antibodies and RF distribution were described according to

concentration level (negative, low, medium, or elevated/high),
and the proportion and the concentration across anti–Ro 60+
patients and anti–Ro 60– patients in each disease were com-
pared using Fisher’s exact test. Complements C3 and C4 and
circulating free light chains have been described in continued
concentrations expressed in gm/liter and mg/liter respectively,
and Kruskal-Wallis testing was used to compare the concentra-
tion level across the anti–Ro 60+ patients and anti–Ro 60–
patients in each disease. Anti–Ro 60 autoantibody–positive
samples were also classified according to their degree of posi-
tivity. Patients with positive samples with concentrations
between 10 and 640 arbitrary units (AU)/ml were considered
anti–Ro 60low patients, whereas those with samples with a
concentration > 640 AU/ml were considered anti–Ro 60high

patients.
ANA detection was performed using an in-house technique

on HEp-2 cells (ATCC strain CCL23). Each sample was systemat-
ically tested at 5 successive dilutions (1:80, 1:160, 1:320, 1:640,
1:1,280), and the threshold of positivity was set at 1:160, accord-
ing to international recommendations (22). Information regarding
current or past presence of hypergammaglobulinemia was col-
lected in each center at the time of inclusion and defined as, within
12 weeks, a serum IgG value greater than the upper limit of nor-
mal and/or gammaglobulin values >20%.

Table 1. (Cont’d)

Characteristic Value

Immunosuppressants
No
Anti–Ro 60– 100 (85)
Anti–Ro 60+ 38 (97)

Yes
Anti–Ro 60– 17 (15)
Anti–Ro 60+ 1 (2.6)
P 0.045

Biologics###
No
Anti–Ro 60– 23 (85)

Characteristic Value

Biologics (cont’d).
Anti–Ro 60+

7 (100)

Yes
Anti–Ro 60– 4 (15)
Anti–Ro 60+ 0 (0)
P 0.6

PhGA, mean ± SD score****
Anti–Ro 60– 26 ± 21
Anti–Ro 60+ 18 ± 15
P 0.12

* Except where indicated otherwise, values are the number (%) of patients. Significance was determined by Wilcoxon’s rank sum test, Fisher’s
exact test, or Pearson’s chi-square test. SS = Sjögren’s syndrome; SLE = systemic lupus erythematosus; UCTD = undifferentiated connective tis-
sue disease; PhGA = physician global assessment of disease activity; ESSDAI = European Alliance of Associations for Rheumatology (EULAR)
Sjögren’s Syndrome Disease Activity Index; ESSPRI = EULAR Sjögren’s Syndrome Patient Reported Index.
† Data were missing from 1 patient.
‡ Data were missing from 10 patients.
§ Data were missing from 3 patients and 10 patients who were anti–Ro 60– and anti–Ro 60+, respectively.
¶ Data were missing from 4 patients and 15 patients who were anti–Ro 60– and anti–Ro 60+, respectively.
# Data were missing from 1 patient each who was anti–Ro 60– and anti–Ro 60+.
** Data were missing from 51 patients and 277 patients who were anti–Ro 60– and anti–Ro 60+, respectively.
†† Data were missing from 2 patients and 26 patients who were anti–Ro 60– and anti–Ro 60+, respectively.
‡‡ Data were missing from 15 patients and 112 patients who were anti–Ro 60– and anti–Ro 60+, respectively.
§§ Data were missing from 17 patients and 167 patients who were anti–Ro 60– and anti–Ro 60+, respectively.
¶¶ Data were missing from 12 patients and 15 patients who were anti–Ro 60– and anti–Ro 60+, respectively.
## Data were missing from 21 patients and 11 patients who were anti–Ro 60– and anti–Ro 60+, respectively.
*** Data were missing from 306 patients and 158 patients who were anti–Ro 60– and anti–Ro 60+, respectively.
††† Data were missing from 16 patients and 15 patients who were anti–Ro 60– and anti–Ro 60+, respectively.
‡‡‡ Data were missing from 159 patients and 96 patients who were anti–Ro 60– and anti–Ro 60+, respectively.
§§§ Data were missing from 2 patients who were anti–Ro 60–.
¶¶¶ Data were missing from 1 patient who was anti–Ro 60–.
### Data were missing from 90 patients and 32 patients who were anti–Ro 60– and anti–Ro 60+, respectively.
**** Data were missing from 5 patients and 2 patients who were anti–Ro 60– and anti–Ro 60+, respectively.
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Clinical data. Clinical data obtained from 520 anti–Ro
60+ patients (306 with primary SS, 175 with SLE, and 39 with
UCTD), 511 anti–Ro 60– patients (61 with primary SS, 333 with
SLE, and 117 with UCTD), and 279 healthy controls were col-
lected using an electronic case report form. Clinical data
included patient’s age, sex, ethnicity, disease duration, the
physician global assessment of disease activity (PhGA), fulfill-
ment of Systemic Lupus Erythematosus Disease Activity Index
(SLEDAI) (23) for SLE, fulfillment of EULAR Sjögren’s Syndrome
Disease Activity Index (ESSDAI) (24) for primary SS, and current
use of treatments.

Other available data. High-dimensional omics geno-
types, RNA-Seq data, DNAmethylation data, and the proportions
of relevant cell types using custom flow cytometry marker panels
were analyzed in whole blood samples. Additional information,
such as cytokine levels, chemokine levels, and inflammatory
mediator expression levels were obtained from serum samples.
All of these parameters are described in greater detail in
the Supplementary Methods (http://onlinelibrary.wiley.com/doi/
10.1002/art.42243), and repartition of patients with a full data
set per omic type and across diseases is shown in Supplemen-
tary Table 1.

Dimensionality reduction. Our strategy for dimensional-
ity reduction was driven by artificial intelligence approaches
involving machine learning. Patients were first grouped according
to their disease (primary SS, SLE, or UCTD). We then separately
considered each of the data sets describing these patients
(RNA-Seq, DNA methylation, GWAS, and flow cytometry associ-
ated with cytokine expression). For each of these data sets, we
performed a Boruta analysis (25) to discriminate between
anti–Ro 60+ patients and anti–Ro 60– patients in order to extract
features that significantly distinguish the 2 groups within each
data set. The Boruta algorithm was used to create an extended
data set by adding copies of each feature in the original data set.
Values of the duplicated features were then shuffled, and the
resulting features were called “shadow features.” The random
permutation of modality within these features lead to the removal
of any preexisting correlation with the target variable, in our case,
anti–Ro 60 positivity. Once shadow features were generated, a
random forest classifier was run on the whole data set and
Z scores were computed for all clinical features (real and shadow).
Shadow features were then sorted according to their Z score, and
the maximum score was stored in memory as a threshold. The
algorithm marked each non-shadow feature with a Z score above
this threshold. Finally, Boruta findings indicated the clinical fea-
tures that had Z scores that were significantly lower than the
shadow features with maximum Z scores. These features were
considered unimportant and were removed from the data set
before removing all shadow features and returning a clean
data set.

We ran the Boruta algorithm for 300 iterations with a
maximum depth set to 5. Extracted features were run on a linear
discriminant analysis (LDA), which was only used to visually
assess the distinction between anti–Ro 60+ patients, anti–Ro
60– patients, and healthy controls. No classification metrics were
computed using LDA.

RESULTS

Specific biologic and clinical features of anti–Ro 60+
patients. We compared the characteristics of the 279 anti–Ro
60– healthy controls and 520 anti–Ro 60+ patients (306 with pri-
mary SS, 175 with SLE, and 39 with UCTD) to the 511 anti–Ro
60– patients (61 with primary SS, 333 with SLE, and 117 with
UCTD) (Table 1). Regarding the antibody profile, compared to
anti–Ro 60– patients, anti–Ro 60+ patients from the 3 diseases
had significantly increased levels of ANAs, kappa and lambda free
light chains, RF, anti–Ro 52, and anti-SSB antibodies (Figure 1
and Supplementary Table 2). Both anti–Ro 52 autoantibody levels
and anti-SSB autoantibody levels were also significantly
increased in anti–Ro 60high patients compared to anti–Ro 60low

patients. Past and/or present hypergammaglobulinemia was
more common in anti–Ro 60+ patients regardless of the disease
(Supplementary Figure 1A, http://onlinelibrary.wiley.com/doi/10.
1002/art.42243). No difference in terms of the disease activity
score (ESSDAI, SLEDAI, PhGA) was observed between anti–Ro
60–patients and anti–Ro 60+ patients (Supplementary
Figure 1B). However, in those with primary SS, anti–Ro 60+
patients had lower EULAR Sjögren’s Syndrome Patient Reported
Index (ESSPRI) (26) scores, and the higher the anti–Ro 60 scale,
the lower the ESSPRI score and its components (dryness, fatigue,
and pain) (Supplementary Figure 1C, http://onlinelibrary.wiley.
com/doi/10.1002/art.42243).

Identification of a specific signature common to
anti–Ro 60+ patients in the different omics data sets
using machine learning. We used the Boruta algorithm (25)
with all data sets to extract features that significantly contributed to
the prediction of which patients were anti–Ro 60+ according to
the different omics (RNA-Seq, DNA methylation, GWAS, and cyto-
kine expression associated with cell subset distribution). A total of
923 features were selected from RNA-Seq variables, 64 features
were selected from DNAmethylation variables, 5,749 features were
selected from GWAS variables (Supplementary Tables 3–5 respec-
tively, http://onlinelibrary.wiley.com/doi/10.1002/art.42243), and
8 features were selected from the association of cytokine expres-
sion levels and cell subset distribution. An LDA for each omics is
shown in Figure 2. We considered the combined analysis of
patients with primary SS, patients with SLE, and patients with
UCTD within the framework of the Boruta results. Features were
selected from disease data sets to capture the maximum amount
of discriminating information. We then considered the combination
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of Boruta results for primary SS, SLE, and UCTD to generate the
final signature. Of note, selected features for RNA-Seq and
GWAS data clearly distinguished between anti–Ro 60+ patients
and anti–Ro 60– patients. Remarkably, even if data from healthy
controls were not used for feature selection, their integration into
the different LDA based on the Boruta algorithm–identified fea-
tures that discriminate between anti–Ro 60+ patients and anti–Ro
60– patients, resulted in a separation from patients. These results
demonstrate that the different features selected using machine
learning from the anti–Ro 60+ patients constitute specific signa-
tures when compared to anti–Ro 60– patients and healthy
controls.

Characterization and pathway analysis of the tran-
scriptomic signature found in anti–Ro 60+ patients. The
923 transcripts identified using machine learning to discriminate anti–
Ro 60+ patients (Figure 2A) were analyzed using Reactome (27).
The 25 most relevant pathways are shown in Supplementary
Table 6 (http://onlinelibrary.wiley.com/doi/10.1002/art.42243). Anti–
Ro 60+ patients were enriched in genes involved in IFN signaling (type

I and II), cytokine signaling, activation of C3 and C5, antiviral response
by IFN-stimulated genes, and interleukin-10 (IL-10) signaling.

To further understand the IFN signature, we analyzed IFN-
annotated modules previously described as strongly up-regulated in
SLE (28,29). The different type I and type II IFN Z scores were
increased in anti–Ro 60+ patients regardless of the disease (Figure 3).

Characterization and pathway analysis of the DNA
methylation signature found in anti–Ro 60+ patients.
The 37 genes associated with the 64 CpGs identified using
machine learning to discriminate anti–Ro 60+ patients
(Figure 2B) were analyzed using Reactome. Interestingly, the
most relevant pathways were the same as those previously found
in the transcriptome analysis, such as type I and type II IFN signal-
ing, cytokine signaling in the immune system, and antiviral
response by IFN-stimulated genes (Supplementary Table 7,
http://onlinelibrary.wiley.com/doi/10.1002/art.42243).

Among these 37 differentially methylated genes, 33 methylated
genes were also found using the Boruta algorithm in the RNA-Seq
analysis. The interaction networks of these 33 common genes,

Figure 1. Serologic distributions in patients with primary Sjögren’s syndrome (pSS), those with systemic lupus erythematosus (SLE), and those
with undifferentiated connective tissue disease (UCTD). The presence of anti–Ro 52, anti–Ro 60, anti-SSB antibodies, rheumatoid factor (RF), and
circulating free light chains (cFLc) were measured in serum samples from 520 anti–Ro 60+ patients (306 with primary SS, 175 with SLE, and
39 with UCTD) and 511 anti–Ro 60– patients (61 with primary SS, with 333 SLE, and 117 with UCTD) from the same center using an automated
chemiluminescent IDS-iSYS immunoanalyser. Turbidimetry was used for the detection of RF and circulating free light chains (kappa and lambda).
Anti–Ro 60+ patients were divided in 2 groups: anti–Ro 60low patients (samples with concentrations between 10 and 640 arbitrary units [AU]/ml)
and anti–Ro 60high patients (samples with concentrations >640 AU/ml). Statistical significance was determined by 2-tailed pairwise Wilcoxon’s
rank sum test. Results are shown as box plots, in which each box represents the interquartile range, lines inside the box represent the median,
and lines outside the box represent the 10th and 90th percentiles; symbols represent individual samples. Color figure can be viewed in the online
issue, which is available at http://onlinelibrary.wiley.com/doi/10.1002/art.42243/abstract.
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determined using STRING with a confidence cutoff of 0.4, revealed
and confirmed the common IFN signature (Supplementary
Figure 2, http://onlinelibrary.wiley.com/doi/10.1002/art.42243) (30).
Of note, all transcripts were overexpressed in anti–Ro 60+ patients
regardless of the disease, and global hypomethylation of CpGs
was observed for all but 1 gene (ISG15). For 1 gene (IFITM1), up to
8 hypomethylated CpGs were assessed (Supplementary Figure 3,
http://onlinelibrary.wiley.com/doi/10.1002/art.42243).

GWAS analysis of anti–Ro 60+ patients. Our machine
learning approach identified 5,749 single-nucleotide polymor-
phisms (SNPs) that were able to discriminate anti–Ro 60+ patents
from anti–Ro 60– patients (Figure 2C). Interestingly, 3 of these
SNPs were located on genes previously indicated by the
algorithm from the previous RNA-Seq and DNA methylation
analyses (Figure 4A). The 3 corresponding genes were ATP10A,
MX1, and PARP14. Remarkably, the transcript Z score of these
3 genes was clearly higher in anti–Ro 60+ patients compared to

anti–Ro 60– patients but was also higher in anti–Ro 60high com-
pared to anti–Ro 60low patients when all diseases were merged
(Figure 4B). The same was true in all the diseases and constituted a
clear signature (Figure 4C). Given the strong association between
anti–Ro 60 and anti–Ro 52/tripartite motif–containing protein
21 (TRIM21) antibodies, we considered that positivity for anti–Ro
52/TRIM21 may define the signature. We then divided patients with
primary SS, patients with SLE, and patients with UCTD into 3 groups
(anti–Ro 60–/anti–Ro 52–, anti–Ro 60+/anti–Ro 52–, and anti–Ro
60+/anti–Ro 52+) and assessed the anti–Ro 60 signature identified
using the transcript Z score of the 3 genes (ATP10A, MX1, and
PARP14). Z scores were higher in anti–Ro 60+/Ro 52– patients com-
pared to anti–Ro 60–/anti–Ro 52– patients with primary SS and those
with SLE. In contrast, the Z scores were only higher in anti–Ro 60+/
anti–Ro 52+ primary SS patients compared to anti–Ro 60+/anti–Ro
52– patients with primary SS, and no significant difference was
observed in SLE patients and UCTD patients (Supplementary
Figure 4A, http://onlinelibrary.wiley.com/doi/10.1002/art.42243).

Figure 2. Identification of specific signatures common to anti–Ro 60+ patients in different omics data sets using machine learning. Linear
discriminant analysis of features selected with the Boruta algorithm, assessed among all 3 diseases combined or separately among patients with
SLE, those with UCTD, and those with primary SS. A total of 923 features were selected from RNA-Seq data (A), 64 features were selected from
methylation data (B), 5,749 features were selected from genome-wide association study (GWAS) data (C), and 8 features were selected from flow
cytometry distribution and cytokine expression data (D). Symbols represent individual samples from anti–Ro 60– patients, anti–Ro 60+ patients,
and healthy controls (HCs). See Figure 1 for other definitions.
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We also considered that anti–Ro 60 positivity may just be a
marker of B cell reactivity, given that the majority of anti–Ro
60– patients were ENA negative. We then assessed the transcript
Z score of the 3 genes (ATP10A, MX1, and PARP14) in 5 groups
of patients regardless of disease: patients without any autoanti-
bodies, anti–Ro 60–/anti–Ro 52+ patients negative for any of the
autoantibodies analyzed (anti-RNP, anti-Sm, anti-SSB, anti–Scl-70,
anti-CCP, anti-dsDNA, antimyeloperoxidase, anti–proteinase 3,
anti–CENP-B), anti–Ro 60–/anti-Ro 52+ patients who were positive
for any other autoantibodies, anti–Ro 60–/anti-Ro 52– patients who
were positive for any of the autoantibodies, and anti–Ro 60+
patients. Z scores were clearly higher in anti–Ro 60+ patients com-
pared to all the other groups (Supplementary Figure 4B,

http://onlinelibrary.wiley.com/doi/10.1002/art.42243). All these
data confirm that the determined signature is specific to anti–Ro
60+ patients and is not just a marker of B cell activation or due to
the presence of any other autoantibody.

Characterization of the flow cytometry signature
and cytokine expression in anti–Ro 60+ patients.
Machine learning was used to identify 6 parameters among flow
cytometry data and 2 parameters among cytokine expression data
(assessed using Luminex-based quantitative assay) to discriminate
anti–Ro 60+ patients from anti–Ro 60– patients (Figure 2D). The
robustness of the 6 flow cytometry features was poor and was
only associated with 1 disease (Supplementary Figure 5,

Figure 3. Anti–Ro 60+ patients have a higher interferon (IFN) signature regardless of the disease. IFN Z score analyses were performed with 411 anti–
Ro 60+ patients (249 with primary SS, 136 with SLE, and 26 with UCTD) compared to 392 anti–Ro 60– patients (46 with primary SS, 267 with SLE, and
79 with UCTD) and 254 healthy controls. The genes from the M1.2 module (IFI44, IFI44L, IFIT1, andMX1) are induced by IFNα, while genes from both
M1.2 and M3.4 (ZBP1, IFIH1, EIF2AK2, PARP9, and GBP4) are up-regulated by IFNβ. The genes from the M5.12 module (PSMB9, NCOA7, TAP1,
ISG20, and SP140) are poorly induced by IFNα and IFNβ alone, while they are up-regulated by IFNγ. Moreover, transcripts belonging to M3.4 and
M5.12 are only fully induced by a combination of type I and type II IFNs. Other modules identified genes preferentially induced by IFNα (IFIT1, IFI44,
and EIF2AK2) or IFNγ (IRF1, GBP1, and SERPING1). Statistical significance was determined by 2-tailed pairwise Wilcoxon’s rank sum test. Results
are shown as box plots, in which each box represents the interquartile range, lines inside the box represent the median, and lines outside the box rep-
resent the 10th and 90th percentiles; symbols represent individual samples. HCs = healthy controls (see Figure 1 for other definitions). Color figure can be
viewed in the online issue, which is available at http://onlinelibrary.wiley.com/doi/10.1002/art.42243/abstract.
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http://onlinelibrary.wiley.com/doi/10.1002/art.42243). Interestingly
however, cytokine expression in serum samples showed an
increase of IFNγ-induced protein (CXCL10/IFNγ-inducible 10-kd
protein) and down-regulation of IL-1 R2, the decoy receptor for
cytokines belonging to the IL-1 family, in anti–Ro 60+ patients
regardless of disease (Supplementary Figure 5).

Established common signature between anti–Ro
60+ patients with primary SS, those with SLE, or those
with UCTD and patients with RA, those with SSc, or
those with MCTD expressing anti–Ro 60 antibodies and
showing stable antibody expression over time. To con-
firm the robustness of the identified signature, we observed
whether this signature was also present in an independent cohort
of 106 newly diagnosed patients with primary SS, those with SLE, or
those with UCTD from the inception cohort of the PRECISESADS
study, which provided an additional validation data set to test the gen-
eralization of our signature in patients whose samples were not used
for the feature selection process. At inclusion (first time point), our
study included 46 anti–Ro 60+ patients and 60 anti–Ro 60– patients.
Again, using the 923 transcripts of the RNA-Seq signature, the LDA
findings showed a clear separation between anti–Ro 60+ and anti–
Ro 60– patients regardless of the disease (Supplementary
Figure 6A). Furthermore, the Z scores for the 33 genes identified using
the Boruta algorithm that were common to RNA-Seq andDNAmeth-
ylation data were significantly increased in anti–Ro 60+ patients
(Supplementary Figure 6B). This was also true with the Z scores for

the 3 genes (ATP10A, MX1, and PARP14) previously selected using
the algorithm from the RNA-Seq, GWAS, and DNA methylation anal-
yses (Supplementary Figure 6C).

Finally, the signature’s robustness was also assessed in
724 patients with other autoimmune diseases, such as MCTD,
RA, and SSc, all from the PRECISESADS cross-sectional cohort.
A clear separation between anti–Ro 60+ patients (n = 40) and
anti–Ro 60– patients (n = 684) using the representation space
generated by the LDA is shown in Figure 5A. In all diseases
except MCTD, anti–Ro 60+ patients had significantly increased
Z scores for the 33 common genes (Figure 5B) and for the 3 genes
constituting the signature (Figure 5C). We can therefore conclude
that anti–Ro 60+ patients have a specific signature regardless of
disease.

Additionally, we assessed the transcript Z scores of the 3 genes
(ATP10A, MX1, and PARP14) in the inception cohort restricted to
86 patients (primary SS, SLE, UCTD, RA, SSc, and MCTD) who
were followed up and had samples collected at 3 time points
(recruitment, at 6 and/or 14 months). At the 6- and 14-month time
points, patients could receive any standard of care therapy pre-
scribed by their physician (Supplementary Table 8, http://
onlinelibrary.wiley.com/doi/10.1002/art.42243). Anti–Ro 60+
patients remained positive and anti–Ro 60– patients remained nega-
tive over time (data not shown). We confirmed that the Z score
remained stable in anti–Ro 60+ patients and anti–Ro 60– patients
over time (Figure 5D). Overall, the signature identified for anti–Ro
60+ patients does not depend on treatment and is stable over time.

Figure 4. Three genes common to RNA-Seq data, DNA methylation data, and GWAS findings used to characterize anti–Ro 60+ patients.
A, Venn diagram showing the number of overlapping genes according to the different omics data analyses conducted using machine learning
(RNA-Seq, DNA methylation, and single-nucleotide polymorphisms [SNPs]) to discriminate anti–Ro 60+ patients from anti–Ro 60– patients. B,
ATP10/MX1/PARP14 Z score analyses in 803 patients and 254 healthy controls (HCs) according to anti–Ro 60 expression. C, ATP10/MX1/
PARP14 Z score analyses in 295 patients with primary SS, 403 patients with SLE, and 105 patients with UCTD and 254 healthy controls. Statis-
tical significance was determined by 2-tailed pairwise Wilcoxon’s rank sum test. Results are shown as box plots, in which each box represents the
interquartile range, lines inside the box represent the median, and lines outside the box represent the 10th and 90th percentiles; symbols represent
individual samples. See Figure 1 for other definitions. Color figure can be viewed in the online issue, which is available at http://onlinelibrary.wiley.
com/doi/10.1002/art.42243/abstract.
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DISCUSSION

Our study demonstrates that anti–Ro 60+ patients have a
specific signature regardless of disease. Anti–Ro 60+ patients
compared to anti–Ro 60– patients presented with the same clini-
cal and biologic characteristics as those previously described in
the literature, such as hypergammaglobulinemia (12,13) and an
association with other autoantibodies (anti–Ro 52, anti-SSB, and
RF) (14). Anti–Ro 60 positivity was reported to be higher in the
low symptom burden subgroups of patients with primary SS (31)
in accordance with our observation that anti–Ro 60+ patients
had a lower ESSPRI score.

Our study has some limitations. First, it could be argued that
this was a cross-sectional study and it is assumed that single
samples (cells and sera) were collected at an arbitrary time point
during the disease course of different autoimmune diseases.
However, in our inception cohort with a 14-month follow-up
period, we demonstrated that the identified signature in anti–Ro

60+ patients remained stable over time and was not influenced
by treatment. Second, virtually all subjects were Caucasian, and
although common variants were expected to be old in evolution
and shared across ethnicities, some risk loci show considerable
ethnic differences in frequency and/or effect size.

The novelty of our study was our use of machine learning to
identify a robust signature specific to anti–Ro 60+ patients through
dimensionality reduction approaches, using high-throughput multi-
omics data. Assessment of the signature’s robustness occurred in
3 steps. First, we used discriminant features extracted from the dif-
ferent omics data sets to perform LDA. The new data representa-
tion spaces generated using the selected features through this
analysis allowed for sufficient separation of anti–Ro 60+ patients
and anti–Ro 60– patients in each of the 3 diseases studied (SLE,
primary SS, and UCTD). Second, we considered the overlap of
the selected features in RNA-Seq data and DNA methylation data
and the overlap of the selected features in RNA-Seq data, DNA

Figure 5. Confirmation of the established signature of anti–Ro 60+ patients common to patients with rheumatoid arthritis (RA), those with
systemic sclerosis (SSc), or those with mixed connective tissue disease (MCTD) expressing anti–Ro 60 antibodies. A, Linear discriminant analysis
of 923 features selected from RNA-Seq data (obtained using the Boruta algorithm in patients with SLE, UCTD, or primary SS), to discriminate anti–
Ro 60+ patients from anti–Ro 60– patients with mixed connective tissue disease (MCTD), those with systemic sclerosis (SSc), and those with rheu-
matoid arthritis (RA). B, Z score analyses of the 33 genes, identified using the Boruta algorithm and common to RNA-Seq and methylome data, in
295 patients with primary SS, 403 patients with SLE, 105 patients with UCTD, 307 patients with RA, 327 patients with SSc, and 90 patients with
MCTD, and 254 healthy controls (HCs). C, ATP10/MX1/PARP14 Z score analyses in 295 patients with primary SS, 403 patients with SLE,
105 patients with UCTD, 307 patients with RA, 327 patients with SSc, and 90 patients with MCTD and 254 healthy controls. Statistical significance
was determined by 2-tailed pairwise Wilcoxon’s rank sum test. D, ATP10/MX1/PARP14 Z score analyses in 86 patients from the inception cohort
who were followed up and had samples collected at the time of recruitment (M0) and at month 6 (M6) and/or month 14 (M14). Patients were
grouped as anti–Ro 60+ (n = 29) and anti–Ro 60– (n = 57) regardless of the disease (primary SS, SLE, UCTD, RA, SSc, or MCTD). Statistical sig-
nificance was determined by pairwise t-test. Results are shown as box plots, in which each box represents the interquartile range, lines inside the
box represent the median, and lines outside the box represent the 10th and 90th percentiles; symbols represent individual samples. Color figure
can be viewed in the online issue, which is available at http://onlinelibrary.wiley.com/doi/10.1002/art.42243/abstract.
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methylation data, and GWAS data, narrowing down the original
selection to 2 signatures composed of 33 genes and 3 genes,
respectively. Both Z scores, generated by either the 33 genes or
the 3 genes, were significantly different between anti–Ro 60+
patients and anti–Ro 60– patients in SLE, primary SS, and UCTD.
Third, because we used a machine learning approach to identify
the features, we assessed the possibility of overfitting by testing
the validity of these signatures in patients whose samples were
not used in the training process of the algorithm. Generalizability
of the signature was evaluated by determining RNA-Seq features
from another cohort of patients with primary SS, patients with
SLE, and patients with UCTD and from RA patients, SSc patients,
and MCTD patients. LDA findings consistently showed a clear dis-
tinction between anti–Ro 60+ patients and anti–Ro 60– patients.

Again, Z scores were significantly different between anti–Ro
60+ patients and anti–Ro 60– patients with RA and those with
SSc but not for those with MCTD. Consequently, the discriminat-
ing properties of the representation space obtained through the
computation of LDA, the statistical tests of distributions, and the
generalizability to other diseases constituted strong indicators of
the signature’s robustness.

Reactome pathway analysis of the 33 differentially expressed
andmethylated genes showed a link between anti–Ro 60 antibod-
ies and IFN signature, cytokine secretions, and IFN regulatory
factor 7, which were associated with Toll-like receptor (TLR) sig-
naling. The notable association between anti–Ro 60 autoanti-
bodies and inflammation in autoimmune diseases led to the
hypothesis that the RNA-binding properties of Ro 60 produce
aberrant TLR signaling (32). Alu retroelements activate TLR-7
and TLR-8 as oligoribonucleotides and associate with Ro 60 in
cell lines (33); consequently, inflammatory and IFN signatures
associated with anti–Ro 60 autoantibodies may be due to the
RNA-binding properties of Ro 60.

Remarkably, the transcript Z scores of 3 genes (ATP10A,
MX1, and PARP14) were clearly higher in anti–Ro 60+ patients
compared to anti–Ro 60– patients in all the diseases and consti-
tuted a clear signature. The first gene, ATP10A, encoded 1 of
the 5 P4 ATPase that requires interaction with transmembrane
protein 30A to exit from the endoplasmic reticulum to the plasma
membrane. ATP10A was recently linked to autoimmunity, as one
study demonstrated that methylation qualitative trait loci regulated
the methylation of the ATP10A gene in blood samples from
patients with primary SS (34). Since this enzymemainly transports
2 aminophospholipids: phosphatidylserine and phosphatidyleth-
anolamine, which may be the target of minor autoantibodies in
antiphospholipid syndrome (APS) (35), it is reasonable to specu-
late that there is a link between the presence of antiphospholipid
antibodies and the increase in ATP10A transcript. We re-ran the
analysis excluding patients positive for the major autoantibodies
found in APS (i.e., anti-β2GPI and IgG and IgM aCLs) to exclude
potential patients with secondary APS, and the signature that
was identified persisted (P = 4.2 × 10−10) (data not shown).

Moreover, to our knowledge, no association with APS has
been described in the literature to date. Thus, the signature car-
ried by ATP10A appears to be specific to anti–Ro 60+ patients.
Another GWAS study on cytokine responses found that genetic
variants of ATP10A were associated with IFNα production (36).
The second gene, PARP14, encoded for a member of
poly(ADP-ribose) polymerase (PARP) family proteins which con-
tain macrodomain binding proteins influencing many biologic pro-
cesses (37). PARP-14 suppressed proinflammatory IFN/STAT1
signaling and activated the antiinflammatory IL-4/STAT6 pathway
in primary human macrophages (38). PARP-14 also enhanced
histone activation to promote transcription of type I IFN genes
such as IFNB1 after lipopolysaccharide stimulation in RAW264.7
cells (39). Interestingly, PARP14was identified as 1 of the 5 genes
that can distinguish patients with primary SS from controls (40).
The third gene,MX1, encoded the Mx dynamic, MX dynamin-like
GTPase 1 or MxA, which participates in the cellular antiviral
response by antagonizing the replication processes of several dif-
ferent RNA or DNA viruses. MX1 gene expression is induced by
IFN via JAK1A/Tyk-2 followed by the activation of the STAT1/
STAT2 pathway (41). Furthermore, MX1 protein levels were
recently reported as a surrogate for the type I IFN gene scores in
SLE (42). Consequently, these 3 overexpressed, hypomethy-
lated, and mutated genes in anti–Ro 60+ patients were signifi-
cantly associated with the IFN signature regardless of the
autoimmune disease.

To control the IFN signature in anti–Ro 60+ patients with
autoimmune diseases, a key challenge would be to break the
continual turnover of Ro 60–specific clones that seems to drive
lifelong Ro 60 humoral autoimmunity (43). This may entail a dual
approach targeting both Ro 60–associated RNAs (including Alu
transcripts and Y RNAs) and Ro 60–specific autoantibody clono-
types as suggested by Reed and Gordon (32).
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Pregnancy outcomes in women with psoriatic arthritis:
comment on the article by Remaeus et al

To the Editor:
We read with considerable interest the findings presented in

the study by Dr. Remaeus et al, who reported on the outcomes

of antirheumatic treatment in pregnancy (1). Remaeus et al con-

cluded that women with psoriatic arthritis (PsA) receiving anti-

rheumatic treatment had a higher risk of their pregnancy

resulting in preterm birth and caesarean delivery compared with

women without PsA. The authors attributed this increased risk

to antirheumatic treatment, especially treatment with biologic

disease-modifying antirheumatic drugs (bDMARDs) during

pregnancy.
The authors made some assumptions that we would like to

challenge. We were particularly surprised that bDMARD therapy

was used as a proxy for disease activity. Previous studies have

demonstrated that disease burden improved with the use of

bDMARDs. Ursin et al reported significantly lower disease activity

in pregnant women with PsA who took tumor necrosis factor

inhibitors (2). We also reported similar findings in a cohort of PsA

patients (3). Furthermore, most of the published evidence in rela-

tion to pregnancy outcomes in patients with inflammatory arthritis

point to better outcomes when the disease is well controlled at

the time of conception and throughout pregnancy.
The authors suggested that the risk of spontaneous preterm

birth could be up to 4-fold higher in pregnant women who took

bDMARDs than in pregnant women not exposed to bDMARDs.

However, this finding may reflect a selection bias in the study

design that the authors have not recognized, as the underlying

mechanisms, risk factors, and etiology of preterm birth are not

completely understood; therefore, many confounders may have

contributed to their results. It is unclear what the psoriasis status

is in their study population and whether bDMARDs were pre-

scribed for active psoriasis rather than PsA. Findings from a previ-

ous study suggested that psoriasis is associated with adverse

maternal and fetal outcomes (4). Given the lack of data on disease

activity and on other patient factors, such as metabolic syndrome,

that are significantly associated with psoriasis, it is unclear to what

extent preterm birth could be directly attributed to the effects of

bDMARD treatment. Finally, the factors involved in rates of cae-

sarean section that Remaeus et al described are evenmore varied

and uncontrolled; thus, these data are virtually unusable.
In conclusion, we agree that disease activity and severity are

important factors that should be optimally controlled in patients

with PsA before they consider pregnancy. We disagree with the

assumption that treatment with bDMARDs in PsA patients during

pregnancy is a good surrogate for the clinical metrics reported in

the study from Remaeus et al. The conclusion that bDMARDs

are associated with adverse outcomes in PsA pregnancies is

counterintuitive and potentially a dangerous message to this

population.
Author disclosures are available at https://onlinelibrary.wiley.com/action/

downloadSupplement?doi=10.1002%2Fart.42253&file=art42253-sup-
0001-Disclosureform.pdf.
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Reply

To the Editor:
We thank Dr. Gorman et al for their interest in our study. We

fully agree that it is counterintuitive that treatment with bDMARDs

is associated with adverse pregnancy outcomes since low dis-

ease activity, irrespective of treatment, is associated with better

outcomes in studies of, for example, rheumatoid arthritis (1). The

use and timing of antirheumatic treatment as a measure of
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disease activity and/or severity during pregnancy are not perfect

measures; instead, information on a validated measure of disease

activity would be ideal. Nevertheless, given the heterogeneity of

the PsA diagnosis and the spectra of treatment strategies, we

believe that assessing the impact of treatment exposure in detail

provides important insights that augment the understanding of

risks associated with a diagnosis of PsA.
In our study, we found that adverse outcomes were more

common among pregnant women with PsA than among pregnant
women without PsA and that the highest risks were seen among
those who were treated with antirheumatic medications, especially
bDMARDs, during pregnancy. Although the use of bDMARDs dur-
ing pregnancy has lately becomemore widespread, in our cohort of
PsA pregnancies, 11% of women took bDMARDs during preg-
nancy, indirectly suggesting that women continuing this treatment
most probably had severe disease.

We do not attribute the increased risk of preterm birth and
caesarean delivery to bDMARD treatment as such; however, we
described an increased risk of adverse pregnancy outcomes in
PsA patients who took bDMARDs compared with pregnancy out-
comes in those without PsA. Our interpretation, as also expressed
in our study, is that the increased risk of adverse outcomes in preg-
nancies with antirheumatic treatment is probably attributed to dis-
ease severity rather than an effect of the treatment itself.

We agree that the underlying mechanisms of spontaneous
preterm birth in women with PsA are not fully understood.
We also endorse that metabolic factors might be of importance,
as explored in a previous study from our group (2). In our current
study, we were able to take known risk factors for spontaneous
preterm birth into account. Very few of the 921 pregnant women
with PsA in our cohort had hypertension or diabetes before preg-
nancy, although more women with PsA than without PsA were
categorized as obese. However, in distribution of women with
PsA in terms of obesity, the lowest proportion of obesity was
among those who were taking bDMARDs, indicating that meta-
bolic syndrome was not the main explanation for the increased
risk of preterm birth in this cohort.

In conclusion, our findings support that the risk of adverse
pregnancy outcomes varies with presence, timing, and also type
of antirheumatic treatment in women with PsA. The outcomes
should not be interpreted as caused by the medications. It is of
great importance to further elucidate the impact of maternal dis-
ease activity on pregnancy outcomes in PsA.
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Revisiting the disease specificity and nomenclature of
ficolin-1–positive monocyte-derived dendritic cells in
diffuse cutaneous systemic sclerosis: comment on the
article by Xue et al

To the Editor:
We read with great interest the article by Dr. Xue and col-

leagues (1) on the discovery of the expansion of ficolin-1–positive
(FCN-1+) monocyte-derived dendritic cells (mo-DCs), which were
reported to be correlated with the severity of skin disease in
patients with diffuse cutaneous systemic sclerosis (dcSSc).
Advances in single-cell technologies have enabled investigators
to use high-resolution gene profiling and gene identification to
understand cellular heterogeneity in tissue. In their study, Xue
et al used single-cell RNA-sequencing analysis to identify a gene
expression signature of the disease-specific FCN-1+ myeloid cell
type in dcSSc skin. They illustrated that FCN-1+ cells belong to
a single cluster that was best characterized by gene expression
of FCN1, EREG, S100A8, and THBS1. In addition, the frequency
of perivascular FCN-1+ myeloid cells was higher in dcSSc
patients who had elevated modified Rodnan skin thickness
(MRSS) scores than in patients with low MRSS scores or in skin
from healthy donors. Thus, the authors proposed that FCN-1+
cells represent a dcSSc-specific myeloid population. Noteworthy,
this cell population was mostly expanded in selected dcSSc
patients (i.e., 2 of 12 patients), displaying a proinflammatory gene
profile (2).

Interestingly, the gene expression profile of FCN-1+ cells was
reminiscent of the inflammatory monocyte–like (Inf-Mo–like) cells
reported in the inflamed colon of patients with Crohn’s disease
(CD) (3). Frequency of Inf-Mo–like cells was positively correlated
with disease severity, as measured in CD patients by the simple
endoscopic score for CD. Gene set enrichment analysis (4) further
indicated that cluster E, which included Inf-Mo–like cells reported
in inflamed CD colon (see Figure 6 in Chapuy et al [3]) was
enriched in genes expressed by cluster 5 that comprise FCN-1+
cells in the skin of dcSSc patients. The normalized enrichment
score was 1.650 with a false discovery rate q value of 0.0275,
and the core genes enriched included EREG, S100A9, THBS1
FCN1, TIMP1, IL1RN, SAMSN1, C5RA1, OLR1, CD300E,
APOBEC3A, FPR1, SERPINA1, and GK. Thus, we note the
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shared gene expression profile and potential similar function
between skin FCN-1+ cells in dcSSc patients and colonic
Inf-Mo–like cells in CD patients. In Xue et al, bulk RNA-sequencing
analysis of dcSSc skin highlighted the expression of TREM1, which
was also in the list of discriminating genes identified in cluster E in
the colon of CD patients (log2 fold change >1.2, area under the
curve >0.75) (3). Interestingly, colonic Inf-Mo–like cells promoted
autologous Th17/Th1 responses in an interleukin-1b–dependent
manner; in cluster 5, which was enriched in FCN-1+ myeloid cells,
IL1B displayed differential gene expression in dcSSc skin.

The precise nature and classification of FCN-1+ myeloid cells
in skin and Inf-Mo–like cells in the colon remain unclear. A con-
sensus appears to have been reached regarding their monocyte
origin. Whether these 2 CD163-negative cell types that share a
molecular signature can be classified as mo-DCs, Inf-Mo–like
cells, inflammatory macrophages, or inflammatory DCs warrants
further clarification (5). A trajectory analysis of skin FCN-1+ cells
by Xue et al suggested that these cells are closely related to
mo-DCs, whereas Inf-Mo–like cells in inflamed colon did not fulfill
criteria to be classified as DCs. Ginhoux and colleagues argue in
favor of developing detailed transcriptomic cell atlases that would
integrate cellular heterogeneity and status of tissue in health and
disease (6). This strategy might enable a common nomenclature
to be proposed for mononuclear phagocytes. Furthermore, cells
displaying a shared molecular signature with FCN-1+ cells were
observed in skin blisters after acute inflammation (7), suggesting
that these cells are not dcSSc-specific but characterize the
cellular infiltrate in inflamed skin.

We suggest that meta-analyses across different tissue
(e.g., joints, heart, lungs), particularly in chronic skin inflammatory
disorders that include psoriasis and atopic dermatitis, are needed
before a pathogenic role or disease specificity can be attributed to
a particular monocyte-derived cell type.
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Reply

To the Editor:
We thank Dr. Sarfati and colleagues for their thoughtful com-

ments on our recent description of myeloid cell phenotypes in
dcSSc skin. Our previous biomarker articles, in which we reported
strong correlations betweenmacrophage gene expression and pre-
sentation of systemic sclerosis clinical disease in skin and lung (1,2),
led us to better understand the specific myeloid population(s)
potentially driving disease. In our single-cell RNA-sequencing study
discussed by Sarfati et al, we highlighted not only the increase in
certain myeloid populations in dcSSc skin but also reemphasized
the tremendous heterogeneity of intensity of inflammatory infiltrates
in dcSSc skin. Our description of the myeloid populations as “spe-
cific” to skin in patients with SSc was in contrast to myeloid popula-
tions in normal skin (3). We did not mean to suggest that FCN-1+
cells are seen only in dcSSc skin. We appreciate the analyses of
Sarfati et al, in which they showed a very similar population of cells
expanded in intestinal tissue from patients with CD that might also
be expanded in other skin diseases.

Regarding the naming of these cells, we agree that these names
are provisional. Although our trajectory analysis suggested that
FCN-1+ cells are most closely related to mo-DCs, such relationships
are better defined experimentally. Single-cell RNA sequencing has
created significant challenges with regard to naming the plethora of
new cell types being discovered; in addition, these discoveries raise
questions about how to define and distinguish discrete cell
phenotypes and states. The current bioinformatics algorithms alone
are not convincing methods for defining progenitor relationships.
Experimental solutions, such as the study of the effects of genetic
deficiencies (4) or lineage tracing by mitochondrial mutations (5,6),
can provide more direct insights (7). However, the plasticity of mye-
loid cells and the nimble alterations in their phenotype in response
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to various soluble mediators and environmental stimuli may make
lineage tracing of these cells particularly complex.

A recent study by Gur et al (8), in which an expanded cell pop-
ulation, referred to as nonclassical, CD16+ monocytes, was
described but not characterized in detail, confirmed our key obser-
vations of altered myeloid populations in dcSSc skin. Upon reanaly-
sis of the myeloid cells in the data set from Gur et al using Uniform
Manifold Approximation and Projection (UMAP) clustering, we found
cell populations similar to cell populations described in our article
(Figures 1A–C). In particular, we observed that myeloid populations
expressing markers FCN1 and Fcγ receptor IIIa (FCGR3A) were
expanded. Similar to that reported in our previous article, FCN-1+
cells expressed only low levels of FCGR3A (CD16), with UMAP clus-
tering immediately adjacent to the cDC2 dendritic cell population.

In contrast to our data, in which expanded FCGR3A-positive
cells clustered adjacent to macrophages, the FCGR3A-expressing
macrophages in the Gur et al data set cluster were adjacent to the
cells expressing FCN1. Unlike the FCGR3A+ cells that we previ-
ously described, we observed that the FCGR3A+ cells in the study
by Gur et al did not express MS4A4A, a macrophage marker that
we have previously found to be associated with disease severity
in the skin of patients with dcSSc (2).

We agree that the presence of increased numbers of
FCN-1+ mo-DCs, or for that matter FCGR3A-expressing macro-
phages or plasmacytoid DCs, in dcSSc skin does not prove a
pathogenic role. Inflammatory cells represent a relatively small
proportion of cells in dcSSc skin, making their extraction for func-
tional studies challenging. Although the processes driving vascu-
lar injury and fibrosis in systemic sclerosis remain uncertain,
aberrant myeloid cells remain leading candidates.
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Concerns regarding the title and abstract conclusion
in a recent genome-wide association study on Behçet’s
disease: comment on the article by Su et al

To the Editor:
In a recent genome-wide association study (GWAS) among

Chinese patients with Behçet’s disease (BD), Dr. Su and col-
leagues underline in the title and in the conclusion of their abstract
that “this GWAS study identified a novel set of genetic variants

Figure 1. Myeloid cells from Gur et al (8) show the same expanded myeloid cell populations in SSc skin as described in Xue et al. A, Uniform
Manifold Approximation and Projection (UMAP) clustering analysis of myeloid cells from 45 patients with diffuse cutaneous systemic sclerosis
(dcSSc; or DSSC) and 39 healthy control subjects. Myeloid population cluster identities are numbered as indicated in B. B, Gene marker expres-
sion in each designated cell subset from the skin of patients with dcSSc from Gur et al (8) similar to our recent description of myeloid cells in SSc
skin. C, Expansion of ficolin-1–positive (FCN1+) cells and Fcγ receptor IIIa–positive (FCGR3A+) macrophages compared with other cell subsets in
the skin of patients with dcSSc. TREM-2 = triggering receptor expressed on myeloid cells 2; LAMP-3 = lysosome-associated membrane protein
3; DCs = dendritic cells; CLEC9A = C-type lectin domain containing 9A; cDC1 = type 1 conventional DCs; MARCO = macrophage receptor with
collagenous structure.
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that are associated with susceptibility to uveitis in BD” (1).
However, we found no data in their study that suggested what
they had observed was specifically linked to BD-related uveitis
since no patients with BD without uveitis were studied. Although
this absence of data on BD patients without uveitis is brought up
as a study limitation at the end of the Discussion, we simply want
to highlight this important concern.

Author disclosures are available at https://onlinelibrary.wiley.com/
action/downloadSupplement?doi=10.1002%2Fart.42268&file=art42268-
sup-0001-Disclosureform.pdf.
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Reply

To the Editor:
Drs. Sahin and Esatoglu raised a concern regarding the title

and the abstract conclusion of our recently published study, in
which we described the presentation of a novel set of genetic var-
iants that are associated with susceptibility to uveitis in BD. The
authors’ concern was that these findings could not be stated as
linked to BD-related uveitis since no BD patients without uveitis
were studied.

We are grateful for Sahin et al’s interest in our study and for
raising this concern. We agree that, with no control group of BD
patients without uveitis, the expression “Behçet’s disease–related
uveitis” is not precise. The reason that we used this expression is
to bring attention to the fact that all of the BD patients included in
our study had uveitis and that the new loci identified may not be
generalized to all BD types. We thank Sahin et al for highlighting
this issue.
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A methodologic problem and a conceptual issue
related to the new 2022 antineutrophil cytoplasmic
antibody–related vasculitis criteria sets: comment on
criteria sets approved by the American College
of Rheumatology Board of Directors and the
European Alliance of Associations for Rheumatology
Executive Committee

To the Editor:
We would like to raise a concern with the methodology of

the 3 new classification criteria sets for antineutrophil cytoplasmic
antibody (ANCA)–associated vasculitides, which were approved
by the American College of Rheumatology (ACR) Board of
Directors and the European Alliance of Associations for
Rheumatology (EULAR) Executive Committee (1–3). We further
learned that approval of the criteria sets was based on validation
of independent data sets. We disagree. At stage 5 of the criteria
development methodology, the recruited patients, after a rigorous
selection process by vasculitis experts, were randomized into
the development and validation sets. Unfortunately, this randomi-
zation had in fact ensured that the validation sets were not inde-
pendent of the development sets. The similar features between
the development and validation sets are reflected in the almost
identical paired area under the curve results for discriminating
between eosinophilic granulomatosis with polyangiitis, granulo-
matosis with polyangiitis, and microscopic polyangiitis classifica-
tion criteria, as depicted in Supplementary Materials 12A–C
(https://onlinelibrary.wiley.com/doi/abs/10.1002/art.41982) (1).

We propose that there is also an important conceptual

issue related to these 3 criteria sets. First, although the use of well-
structured and expertly analyzed records of clinical experience is
helpful as disease recognition guidelines, we maintain that there
are shortcomings to the separation of these guidelines into “classifi-
cation for research” and “diagnostic criteria” categories (4). Each
well-planned observational or interventional human research project
requires patient selection criteria tailored to themain hypothesis and
outcome measure of that study, instead of attempts to use generic,
all-purpose disease classification criteria, which are in vogue. Well-
prepared disease recognition guidelines, instead of disease criteria,
will surely be helpful in this tailoring. Second, the same disease rec-
ognition guidelines will also be extremely useful in diagnosing our
patients as long as 2 important caveats are considered: the preva-
lence of the particular disease in our practice setting and the total
transparency with our patients that the art or science of medicine

is probabilistic. We suspect this “decriterization” that we propose
here might not be well-received by drug licensing authorities, third-
party payors, and perhaps the drug industry. However, this should
not deter us from reminding and advising these groups of the inher-
ent and all-important probabilistic aspect of our trade.
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Reply

To the Editor:
Drs. Yazici and Yazici question a specific aspect of the meth-

odology used to develop and validate the 2022 ACR/EULAR clas-
sification criteria for ANCA-associated vasculitides. They state
concerns with the fact that patients recruited into the Diagnostic
and Classification Criteria in Vasculitis (DCVAS) study were
included into either a set of patients used to develop the criteria
or an independent set of patients used to validate the criteria.
They argue that this methodology constitutes “randomization,”
resulting in 2 groups that are not truly independent but rather are
perfectly balanced in terms of potential confounding differences.
We disagree with this argument because it confuses “random
sampling” with “random assignment.” For the DCVAS project,
we went to great efforts to recruit 6,991 study participants from
136 sites from around the world. When deriving the classification
criteria, we randomly sampled patients from this diverse and
representative study population for inclusion into a development
set or a validation set. Not every patient with ANCA-associated
vasculitis in the cohort was included in either the development
or validation set. Random sampling ensures that the study
results are generalizable to the population at large, and the use
of completely different sets of patients ensures that the develop-
ment and validation sets are indeed independent. In contrast to
random sampling, random assignment occurs after participants
are selected for a study, whereby all study participants are

randomly assigned either to receive an intervention or to act as
a control.

The alternative to our approach of random sampling within
the large DCVAS study cohort would be to validate the criteria
in a set of patients not recruited through the DCVAS project.
While we welcome independent investigators from around the
world to validate the new criteria in other study populations, it
is unlikely that another data set would represent as broad a
spectrum of patients as the DCVAS study cohort. Rather, it is
highly likely that these types of data sets would be prone to
selection bias.

We also contend that, although the performance characteris-
tics of the new criteria were similar in the development and valida-
tion sets, it does not mean, as suggested by Yazici and Yazici,
that the development and validation sets were not independent.
Rather, these results emphasize that the criteria are highly valid.

Finally, Yacizi and Yazici expressed concerns that classifica-
tion criteria are “generic” and “in vogue.” We respectfully disagree
with both of these points. Classification criteria ensure that a study
population is homogeneous for inclusion to research trials. Homo-
geneity is important to ensure that research studies are more easily
comparable. Use of classification criteria in a research study in no
way precludes investigators from developing additional study-
specific selection criteria, a common practice and application of
such criteria. Notably, classification criteria have been used to facil-
itate research in rheumatology for more than 50 years.

We anticipate that the new 2022 ACR/EULAR classification
criteria for ANCA-associated vasculitides will support the conduct
of successful research for decades to come.
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